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LITHOLOGY

The geology in'the area of study, Figure 2, is summarized
from a map in the Billings Geological Society Guidebook, Volume
11, Plate 1, by Adretta and Alsup, and from a map by Vitaliano and
others published by the Geological Society of America. Lithology
consists mainly of quartzofeldspathic gneiss with thin Quaternary
alluvium covering the topographic lows. .Approximately a mile west
of Norris, Tertiary volcanics outcrop about a quarter of a mile
south of Hot Springs Créek. Small outcrops of horhblende gneiss
and ultramafic intrusives occur near the volcanics. About a mile

furthur to the west lies the Tobacco Root Batholith.
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Figure 2. Generalized Geology of Norris Hot Springs area,
adapted from Andretta, Vitaliano, and others.



STRUCTURAL GEOLOGY

Structures generally trend north to nbrthwest in the area
Wwith Norris Hot Springs lying over a northwesterly plunging
anticline (Chadwick and Leonard, 1979). The anticline may be
obliquely intersected by a fault, which is speculated to follow
Hot Springs Creek (Andretta, ibid.). The fault/énticline contact
may be the pathway used by the hot water (Chadwick, ibid.),‘which
forms geothermal seepages at Norris Hot Springs.

A normal fault (Vitaliano, et. al., ibid.) is located
about a mile south of the Tertiary volcanics and intersects an arm
of the Tobacco Root Batholith's eastern extension into the Madison

Valley.

GEOPHYSICAL BACKGROUND

Previous studies of Norris Hot Springs were made by
Robert A. Chadwick and others, 1978. A shallow Wenner array
electrical sounding was interpreted by Chadwick to delineate a low
of 30 ohm-meters at 20 meters of depth roughly circular around Hot
Springs Creek. At 100 meters of apparant depth the area lessens
in extent, elongates in the northeast direction, and increases in
resistivity to 50 ohm-meters.

A hammer seismic survey (Chadwick, ibid.), with
penetration to -about 70 meters of depth began at a well, whiﬁh
bottoms at 23 meters in granitic gneiss, and -was profiled in the
east-north-east direction over the low. A resulting seismic
pattern of velocities is interpreted by Chadwick to show alluvium
up to about 30 meters deep underlain by what is probably granitic
and mafic gneiss respectively. The thickest alluvium is at the

array center and is directly underlain by the mafic rock.



ELECTRICAL SURVEYS

In the summer of 1982, resistivity measurements in the
area were made using a symmetrical Schlumberger array with a
portable transmitter and receiver. Figure 3 shows the 1ocations‘
of fourteen 'soundings in the Norris geothermal area.

Five soundings at half spreads of less than 50 meters
will aid in determining resistivities of outcropping rocks for
correlation. Six soundings at half spreaés of 300 to 1000 meters
will help delineate the geographical extent and possibly the depth
limit of the geothermal area and may help locate a possible
source. Two soundings at half spaces of 100 meters were obtained
at desired locations, but were limited in extent because of
physical access or restraints. These will be useful in |

correlation of the data and somewhat in delineafion of the area.
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INTERPRETATION METHODS

Field data Was interpreted using forward modeling by
computer methods. A resistivity and depth are given for each layer
ag deduced from a leg-log plot of field data. The first two layers
are based on curve matching ﬁethods, the other layers are estimated.
Registivity and depth are varied until a curve, which best fits the
data points, is produoed;

Figures U thﬁaugh 17~are computer-plotted_curves of the
fourteen resistivity surveys. The x's -are the field data points and
the curved line is the computer simulated match based on the layer
régistivities and thicknesses listed in the upper right hand corner
of the graph. Due to the limits of the plotting programs some
curves show a basément thickness of 0.00, which méans no basement
phickness'was given to éompute the curve and implies an infinite
thiqkness;

Various combinations of resistivities and thicknesses can
produce similar curves because the parameter constant used to
compute the curve 1is resistivity times thickness. However,
resistivity contrasts,; which are evident from the changes in the
ecurve, are relatively valid. There are conductive layers bebweén
more resistive layers in,mosﬁ of these curves or a bottoming out of

‘the c¢onductive layer in other curves, due to limited depth probing.

GENERAL INTERPRETATION
Curves one and two are modeled on data taken east of the
Hot Springs. Both indicate a high-low-high resistivity pattern, as
shown 1n Figures 4 and 5 Norris one is a north-south array, while

Norris two is along the north side of Hot Springs .Creék.



Norris two.
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Figure 4. Norris one - the field data points are x's.

The smooth curve is simulated by computer using

the layer data in the upper right hand corner.

Norris one shows a thicker but more resistive low than -

layer in Norris two.

The suspected fault (Andretta,

and then percolate laterally through alluvial sediments.

ibid.) or shear zone

along the Hot Springs creek is possibly a cause of the conductive

Warm water may ascend along a fracture zone
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The conductive layer.of Norris one is more difficult to
explain as Norris oné is situated not over alluvium but over highly
elevated metamorphic rocks. Norris one lies near inactive mines,
an indication of mineral enrichment, which may be the result of
hydrothermal alteration due to ascending waters along fracture

zones.
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Figure 5. Norris two - the field data points are x's.
The smooth curve is simulated by computer using
the layer data in the upper right hand corner.
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Figure 6. Norris six - the field data points are x's.
The smooth curve is simulated by computer using
the layer data in the upper right hand corner.

Norris six, shown in Figure 6, is across Highway 289 from
Norris two. The conductive layer is slightly thinnher and more
resistive than foﬁnd in Norris two, but definitely exists. The
si@ilar low furthur supports a probable =hear zone alOng which hot

Wwater may ascend to saturate the alluvium and lower the resistivity.
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Figure 7. Norris seven - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in the upper right hand corner.

The shallow resistivity curves, Figures 7 through 11,
indicate three ranges of resistivities. Shallow alluvium, which
varies in resistivity, a type layer of about 180 ohm-meters, and a

third type layer of about 380 ohm-meters.
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Figure 8. Norris eight - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in the upper right hand corner.

Norris seven and eight show a layer about eight meters in
thickness of 30 ohm-meter and 15 ohm-meter material respectively,
which may be warm water saturated or altered alluvium. Beneath

these léyers, resistivity increases to around 380 ohm-meters.
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Figure 9. Norris nine - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in the. upper right hand corner.

Norris nine and thirteen, being next to each other, produce
complimentary curves. Norris nine is assumed to turn up, but,
because it was measured to a twenty meter depth, the actual data
points only show an asymptotic low.- A thin conductive layer between
the 380 ohm-meter layers may be a localized zone of hfdrothermal

alteration or possibly a vein or lens.
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Figure 10. Norris thirteen - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in the upper right hand corner.

Norris ten shows a 380 ohm-meter layer with a gradual
decline in resistivity to about 160 ohm-meters, which may indicate
the contact between the two types of metamorphic rocks interpreted
by the seismic velocity findings of Robert A. Chadwick mentioned in

the geophysical history .-section on page 3.
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Figure 51. Norris ten - the field data points are x's..

The smooth curve is simulated by computer using
the layer data in the upper right hand corner.

Norris five, shown in Figure 3, lies between Norris ten and
thirteen directly across Highway 289 from Norris Hot Springs. A
matched curve for Norris five (see Figure 12) shows two adjacent
layers of intermediate resistance with higher resistivities above
and below them. The sounding was centered approximately over the

anticlinal feature (Chadwick and Leonard, 1979) shown in Figure two.
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Figure 12. Norris five - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in. the upper right hand corner.

Norris fifteen sounding, shown in Figure 13, was conducted
about a month later than the other surveys due to inaccessibility

because of Hot Springs Creek flooding.
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Norris fifteen; situated across the creek from the hot
springs, shows a shallow layer of 15 ohm-meters and beneath it a
layer of about 24 ohm-meters. The sounding is in an area of

thickest alluvium, which may act as a reservoire for the ascending

hot water.
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Figure 13. Norris fifteen - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in the upper right hand corner.
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Norris eleven 1is a north-south sbunding about a half mile
southwest of the hot springs, see Figure 14, Thougp about ten timeg
furthur from the main Spring than Norris fifteen, Norris eleven
shows a greter low, which ﬁay indicate fracturing and shearing

extends to the southwest.
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Figure 14. Norris eleven - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in the upper right hand corner.
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Figure 15, Norris four - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in the upper right hand corner.

Norris four and twelve exhibit a thick conductive layer as
shown in Figures 15 and 16, respectively. Norris four is west of
the normal fault mentioned in the structural geology section. This
fault may help control geothermal fluids in the Norris Hot Springs
vicinity. Norris four and twelve show the greatest low and propose

the interesting possibly of being nearest the source.
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figure 16. Norris twelve - the field data points are x's.

The smooth curve is simulated by computer using
the layer data in the upper right hand corner.

It is of interest to note that Norris twelve is about a
half mile south of Norris eleven, which also shows a greater low
than was measured nearer the hot springs surface manisfestations.
A possible southwest trend of a thickening conductive layer will

be explored furthur by geoelectric section later in this report.
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Figure 17. Norris three - the field data points are x's.
The smooth curve 1is simulated by computer using
the layer data in the upper right hand corner.
Norris three, in Figure 17, also has a conductive layer at

about the same depth as the layer in Norris 12.

curves, shown in

These last three

Figures 15 through 17, make a good case for a

nearby source, or possibly water circulation at depth due to a deep

seated fault.
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"GEOELECTRIC SECTION INTERPRETATION

Six geoelectric sections are included as Figures 18'through
23. Figure 18 is a northwest to southeast line which intersects
Norris one, two, and six. Because cross-section ong does not
intersect the centers of the arrays 1f is assumed there is lateral
continuity in each array, which may not be the case.

Cross~-section one shows a consistant low beneath Norris two
and six, broadening to a muech thicker though slightly more resistant
layer below Norris oﬁe. Basement resistivity is at least 180
ohm-meters and could poséibly be higher according to the curve of
Norris two, which shows about a. 45 degree slope between data points
taken‘at 100 and 1000 meters.

, .
| The HotlSprings Creek fault (Andretta, ibid.)'is not
apparent from the resistivity cross-section. Lateral migration of
warm water through alluvium or hydrothermally altered rock may be
causes of the low. However, a éhear zone or fault can not be
precluded from aiding in the spread of warm waters into the wide
range they enjoy.

The existance of warm water throughout the area‘is
supported by temperature measurements of discharge water at the
Waterlode Mine. Located about a quarter mile southeast of Norris
one, it has an anomalous water temperature year round. The mean
annual température for qutana is about 7 degrees centigrade. The
water temperatures of the Waterlode were measured to be 10 degrees
centigrade in August, 1976 and about 9.4 degrees centigrade in
February, 1978 (Lawson and Sonderegger). More fesistivity sufveys

may help pinpoint the source of warm water.
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Figure 18. Geoelectric section one, incorporating data
from Norris soundings one, two, and six
(locations are marked with x's), shows
interpreted layer resistivities in
ohm-meters. Vertical exaggeration is 12:1.
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Figure 19 is a geoelectric section along a 1ine, which lies
north and nearly parallel to Hot Springs Creek. Section tws.
intersects Norris six, two, seven and eight. A conductive layer
thins to the east and a resistant basement is found at a shallower
depth. Soundings seven and eight seem to mark the eastern limit of
the Norris geothermal area. The conductive layer's termination may
be due to the speculated Hot Springs Creek fault (Andretta, ibid.)
or to the natural thinning of warm water saturated or altered
alluvium.

Figure 20 shows geoelectric section three, through Norris
nine, thirteen, five and ten. The section begins approximately at
the western limit of Figure 19. The att;tiude is more northeast to
southwest, but continues to roughly parallel the north bank of Hot
Springs Creek. No conductive layer is evident from this geoelectric
section three. The deeper probe, Norris five, approximately in the
center of the section, has a broad intermediate low which gradually
increases in resistivity at about 75 meters of depth; Then, it rise:
more steeply (see Figure 12) to an interpreted layer of 380
ohm-meters. At a minimum of 200 meters of depth, resistivity
decreases asymptoticaliy to 121 ohm-meters. Inspection of
geoelectric section three and the céntributing curves (Figures 10
through 13) may indicate a northern limit of the geothermal area or
a location at a disadvantage with respect to shear zones and
ascending warm water.

Geoelectric section four, shown in Figure 21, lies along a
line which is oblique to section three. It crosses the creek passe:
through Norris Hot Springs, which lies between Norris five and

fifteen, and then roughly parallels the creek on its south bank.
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Figure 19. Geoelectric section two, incorporating data
from Norris soundings seven, eight, two, and
six (locations are marked with an x), shows
interpreted layer resistivities in
ohm-meters. Vertical exaggeration is 24:1.
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and ten (locations are marked with an x),
shows interpreted layer resistivities in
ohm-meters. Vertical exaggeration is 7.5:1.
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The inconsistancy between layers in Norris five and fifteen
is evident from geoelectric section four. The abrupt break between
resistivity layers may be due to the Hot Springs Creek fault, which
is inferred by Andretta and others.

The thickness of the conductive layer can only be surmised
from the soundings of Norris eleven and fifteen because probing was
limited to a half-spacing of 100 meters. The fact that conductance
increases to the souihwest may indicate a source direction.

Geoelectric section five (Figure 22) extends geoelectric
section four (Figure 21) to include Norris twelve, but, because it
is s}ightly offset from section four, if does not intersect Norris
fifteen. Again the increase in conductivity and thickness of the
conductive layer to the southwest is obvious.

! A section through Norris four was not drawn. However, a
look at the curves in Figureé 15 and 16 indicates a continuing trend
towards a thicker and more conductive layer. Because Norris four
obliquely crosses a power line, the data is questionable. Norris
twelve was obtained along this same stretch, but north of the power
line, to substantiate the low resistivities of Norris four. An
electric survey south of Norris four ﬁould furthur confirm a south
to southwestern trending low.

The last geoelectric section connects Norris three and
twelve and moves northwest of the previous section. A conductive
layer exists, but thins slightly in this direction. The basement is
of a much lower resistivity than previously encountered for a
sounding with a 1000 meter half spacing. An outcrop of Tertiary
basalts, located about a quarter of a mile to the south, may cause

the low if they are thick enough to appear as basement rock.
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CONCLUSIONS

A conductive anomaly is evident from the electrical surveys

and their geoelectric sections. The anomaly extends, roughly over an

eight square
most promise
1979), shown

four and may

mile area of which the southwestern portion shows the
as to source direction. A fault (Vitaliano and others,
near Burnt Creek in Figure 2, lies southwest of Norris

provide a pathway for thermal waters. Furthur work

near Burnt Creek is needed to explore the southwest trending low.

Lateral flow

into shallow alluvium, which probably acts as a

reservoire for the warm water, may be responsible for the wide range

%

of low resistivities, measured throughout the area.

Norris one, though not nearly as anomalous as twelve or
[} .

fourﬂ is interesting because it is not located in a structurally

favorable area. Because of the anomalous mine water it would be

instructive to do another electrical survey in the area, perhaps

nearby the Waterlode Mine, to help determine if a relationship

exists between the warm mine water and Norris Hot Springs.
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‘ churning slowly in vastconvection éells,

Convection Currents
in the Earth's Mantle

SupT
g PHYs
CCE

The steady mocion of the plates chat form che earth’s
evidence for convection currents on a vast scale. Laboratory

scudres indicate chat there should be smaller currents as well

by D. P. McKenzie and Frank Richter

R eophysicists have long conjec-
tured that the rock of the earth’s

. Inaniie, the deep plastic region
below the earth’s rigid crust. must be

fising in some regions, cooling and:sink-
ing in others. In the past dozén years,
with the genéral acceptance of the con-

cept of plate tectonics, (he existence of.

convection has become apparent on a

global scale. The crust of the earth is

made up of targe quasi-rigid plates that
grow outward from rifts in the ocean
fioor where molien rock wells up and
eventually plunge back into the mantle
in-the vicinity of deep ocecan trenches.
The motian of the platcs from a mid-
ocean ridge {o a trench provides the visi-
ble half of the convection loop. The
mass of the plunging.platé must be con-
served and the loop closed by a deep
return flow of maierial from the trench
to the ridge. Since the horizontal dimen-

sion of the loop corresponds to the di-

mensions of a plate. the complete loop is
now often called the large-scale circula-

tion. In the case of the Pacific plate the.

horizontal dimension rcaches 10.000
kilometers.

Although the large-scale circulation
.can now be accuratély described. and
-almost certainly represcats a form of
thermal convedtion in the carth's upper
amantle, there is stil} no satisfactory the-
-ofy explaining how the circulation is
matntained for tens of millions of years.
Atternpts to answer the question with
the help of Jaboratory experiments and
computer simulation have yi¢lded evi-
dence for the. possibility of convection
on a smaller.scale, where the convection
cedts would have a horizontal dimension

comparablé to their depth about 700

kilometers. The expériments suggest
THat such cells could cipliin the fow
of heat under old seciions of occanic
plates, which is greater than one would
expect, and perhaps could scéount for
gravity anomalies in the ocean floor,
Smail-scale convection cells might also
provide the rising jets of hot nwaterial
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thal create octianic ghains of volcannes
such as the Hawaitan Islands. Finally,

the cxperiments suggest that the small-

scale convection cells may be aligned in
long parallel cylinders under plates that
are moving as fast as the Pacific plate. it
has not yet been possible, however, to
simulate in the laborafory the large-
scalé convection that is apparcnt in the
overall motion of the plates, .

The Motions of the Plates

in any cffort to undersiand the forces
that drive thé plates the most straight-
forward approach is to §tart from thee-
retical models of worldwide plate. mo-
tions, which impoese some constraints on
the possible driving mechanisms. Aj-
most all lirge-carthguakes are triggered
by plate motians, so-that the energy re-
Jeased by carthguakes must be provided
by the fortes driving the plates. Many
mechanisms have beén proposed as a
source of the energy. but few are ade-
quate to account for it. The only mecha-
nisms Lhal casily provide enough energy
arc conveciive flow i the mantlé and

The provess of differentintion by which

iron present in the mantle bécame disso-
ciated from other elements and sank to
form the garth's CDI‘L A$ we shall sce.

thermal An. give rize {n.a
arge varicty of filow palierns: the neat

chagoml arrangement of convection
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celly so common in teathooks &y ¢v
tremely Fare in nature. .
Thermal conveciien invelves ihe
transport of heat by the coherent manidn
of material rather than by radiation or
diffusion. In the type of convection that
is of interest in plate tectonics the heat is
transpurtcd upward and the flow ts driv-
en by the difference in density belween
the hot fluid and the cold. Even the mast
conservalive estimates ol the buoyapcy

Torces resulting from plate motions are

much larger than the forces involved in
earthquakes. This urgument has con-
vinced many geophysicists, but by no
medns all of them. that the plate mo-
tions are maintained by some form of
canveciion. .
Geophysical obscrvations can tell us
a little about how deep thié cotvective
flow extends, No carthguake {ocus has
yel been accurately located whose depth
is greater than 700 kilometess. Furiher-
more, the slabs. sinking under the aces
of islands where platés converge are in

‘Compression at all depths when their ad-

vancing édge extends to depths of more,

than 600 kilometers, whereas they are in

ténston 4t depths of less than 300 kilo-
mcters if their leading, edge does nol
reach 300 kilometers. The simplest ¢x-
planation of this behavior is thal thesis

mecets great resistance (o its motion at
600 Kilometers and is unable to pene-
trate below 700 kilometers: The in-

SHAPOW PATTERNS OF CONYECTION CELLS are seen from sbove in a lahorainry
apparatus designed to simulnte conditions that may produce convection {n the plastic rotk of
the carih’s upper mantle. The patierns are made vistble In the apparatus by shining light
through o tronspoarent viscous fluid from below tqrp illustratians pn page B0V The rAys ore fe-
frocted away Erom bol regions and toward cold onés, giving rise ta Hght and dark patterns. The
chenges In lnboralory conditions responsible for the various patierns can he simiarized in
terms of the Rayleipgh number, n dimensionless quantity ihet ls proportional (e the tempero-
tuse dilfercnce across the loyer of fluld ped to several other paramcters, inctuding the thick-
ness of the layer. When the Raylelgh number is less than aboul 1,700, there in ne canvecilen.
When the Royleigh number is between 1,708 and about 20,000, convecilon tahes the form of
two-dimensions! parotel cyWnders, as s shown in the top photogroph on the oppousite page. At
Rayicigh numbers between 20,000 and 100,000 two sets of cylinders nt right angles to cach
other are generated (mididle photograph). This conviectlon paftern is colled bimodal Bow, Al
s(HH bigher Rayleigh numbers the Aow axswmes an Intrlcaie spoke poitern in which sheets of
rising hot Auid ond sinking ¢old Auid radiate oul fram multiple ceiters (butfom phutograph).
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.+ crease in the tesistive force is probably

' -associated with & change in the crystal
sctriéture of iron and magnesium sili-
cates that occurs at thisdepth. Whatever
‘the-explanation, the behavior of sinking
“slabs strongly suggests that the convec-
tive circulation of which the plates aie @
pa.rt is confined to a region 700 kilome-
rs deep. What happens deeper in the
mantle need not concern us here (al-
{-thdugh it seemns likely that convection
also occurg in the lower mantle).
It is difficult to say much more about
" the form of the flow from geophysical

. observations alone. The plates are large.

- and strong, and their rigid motions ¢on-
! ¢eal the more comphcau:d three-dimen-
" tional motions in the mantle below. It is
much harder to study convection in the

"mantlé than it s to study the circulation

~of the ocean or of the atmospheré,

There is no drill that can bore through a

“ plate; the deepest boreholes sample only

! the top 10 percent of it. And even if

‘,one could penetrate to the-mantle, one

"would have the problem of measuring

; convection currents that move at veloci:
tigs of only a few centimeters a year.

Thc Rayleigh and Reynolds Numbers

} ‘ Forlunately mathematical physicists
. have been interested in convection since
» the 19th century, so that there is consid-
erable understanding of haw convection

currents behave. Perhaps the most strik-
ing- finding is how (_:omp]icnte‘d the
convective fiéw can be even in a layer
of fuid yniformly heated from below.
Undoubtedly <onveclipn in the earth's
mantle is more complicated still, )
Two of the leading contributors to the
mathematical description of fuid fow,
including convection. were Lord Ray-
leigh and Osborne Reynolds Lurgely as

a result of their work it is possible to

describe any type of convective flow
with only a {éw numbers, named after
Rayleigh and Reynelds, that are dimea-
sionless combinations of various physi-
cal parameters such as viscosity, ther-
mal "conduclivity and the, cocfficient of
thermal expansion. With the aid of these
numbers one ¢an Simulate the convee-
tion in the earth’s mantle in a layer of

fluid a few inches thick. The reason is

that coavection depends on the com-
bined properties of the Auid layer and
not on the properties taken singly. The
Raylcigh number depends in part on the
ratio between the cube of the depth and
the viscéiity, so that one can model a
system such as the upper mantle: which
has a very high viscosity and a depth of
hundreds of kilometers, with a fluid of
moderaite viscosity. One can also speed
up the passage of time so that processes
that could take milliohs of years in the
earth take only:a few hours in the labo-
ratory model.

thé flow can become

The Rayleigh number is particularty
significant for modeling convection. Itis
proportignal to the teraperature dilTer-
ence bélweén the top:and the bottom of
the fluid -and to several other parame-
ters. In a ccn»ecling Buid the Rayleigh
nunbér is.in practiée proportional o the
ratio between the time oeeded to heai @
layér of ffuid by thermal conduction and
the time needed for.a particle-of fluid to
circulate once araund the. convediion
éell. A familiar example of a corwccnng
fluid with a large Rayléigh number is
water being heated in @ saucepan bul
not yét boiling. The fluid inside an egg
placed in the pan represents a system
with a small Rayleigh number becausc
the contents of the egg are much more
viscous-than water. {As'a result the heat
that cooks the epg is distributed. by con-
duction rathier thin by convection.}

The Reynolds number is conéerncd
not with heat but with moementum. It
mcasures the ratic befweén the forees
accelerating the fluid and the viséous
forces resisting its motion. When the

‘Reynolds number 15 small, the inerfia of

the fluid is not'important and the How is
fairly simple. If the number 15 large.
however, eddics are likely to form and
turbulent and
extrémely complex. Examples of Nlow
with a high Reynolds number are water
gushing from a faucet or & mountain
stream tumbling over rocks, Atmo-
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EVIDENCE FOR CONVECTION IN THE MANTLE is supplied
by the motons of the dozen or 5o plates isito which the enrtli's crust
iz divided. Materinl 15 odded to the plates by upwelling of molten
rock along rifts fn the ocean Asor that mack thé center of o ridge ex-
tending continvously for dgame. 40,000 miles through the Atloatie,
I'ydian and Pacific aceans, The plates plunge back into the mantlé at
subduction zones that colnclde with oceanlc trenches. The Jines with
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arrowheads pointing outward shaw where plates are moviug aparl al
ridges; numbers indicate the relative velecity in cenlimeters per year.
The Austrulla-ladin; Pacific and Nazco plates pre moving the most
rapidiy. Llucs with opposed arrowheads show whire plaies are mov.
ing loward cach other, nsusliy ai trenches. The Himalayas are o ma-
jor exception, Pintes con niso slide post each other elong travafGrm
faukts such as San Andrens faull on west coast of North Amcilea,
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spheric disturbances are another exam.
ple. Such lows are ditlicult to model and
to understand.

The viscous material flowing in (he
carth’s mantle has a very small Revne.
olds number, about 100 and the mo-
mentum of the flow is negligible, One
might ¢xpect convection in the mantle

number is of much greater signihicance
because it is quite large. Although cst
mates vary, the lower limit is about 0%
and the number could be higher by w
factor of 10 or more. s not dithicult o
produce such Rayleigh numbers in the
luboratory by heating o Huid such ws
glveerin or silicone ol ina Layer i few

1o be strongly inttuenced by the carth's centimeters thick contined between two

rotation, but it can be shown that rota- plates,
When the Ruyleigh number in such u

tion has no direet effect. The Rayleigh

LOW STIENGTH

INCREASING STRELNGTH

HIGH STRENG TH

DESCENDING PLATES mcet increasing resistance as they peneteate deeper into the up-
per nantle, At a depth of 200 kilometers in ¢ the slab is in teasion and pulling apart, as is
shown by solid dots. In b the upper section is still in teasion but the part of the slub below 300
kilonieters is in compression (apen circles). In ¢ the tip of the slub, below 600 kilometers, meets
such resistunce that the entire slab is in compression, In some cases (d) picces of slab break off
and sink (o about 600 Kilometers. Such obscrvations suggest that the convective flow involv.
ing the motions of the plates is contined to depths in mantle shallower than 700 kilometer,



-system is less than 1, 708, therrmat <on-
vection cannot occir: heat' travels dl-
* rectly by conduction from the hot lower
plate to the cool upper plate. If a small
distirbance 13 created in the fluid, the
disturbance dies away with tinie. Such a
state is described as stable, but it need
not be static. When the Rayleigh num-
ber is increased to between 1,708 and
. about 20,000, the system becomes un-
stable and smail disturbances can grow
into convection cells, The shape. of the
cells and their horizontal arrangement
in the laver, called the plan form of the
convection, depend on the form of the
initial disturbance.

Types of Cells

The simplest ptan form consists of
two-dimensional cells: cylinders that
rotate on their long axes. Three-dimen-
sional cells can be produced by a three-
dirnensional initial disturbance, We

know that in the range of Rayleigh num-

bers between 1,708 and 20,000 two:-
dimensional cylindrical cells are stable
in the presence of small disturbances.
We also believe all three-dimensional
flows slowly evolve toward the two-
dimensional configurdtion. We éannot

beé sure: however, because the evolutien,

is very slow, Even experiments lasting
several months have not completely re-
soived the question.

If the Rayleigh fiumber is indteased to
20.000 or so. two-dimensional cylindri-
cal tells are no longer stable. Another
set of cylinders at-right angles 10 the
original one grows lo give rise to g
three-dimensional network ol rectangus
lar cellg, 2 pattern of low ¢alled bimod-
al convection. If these-cells are generat:
ed withi great carein the laboratory, they
are all virtually identical. Obviously if
the plan form is not two-dimensional at
the lower Rayleigh numbcérs where éy-
lindrical cells are stable, there is nio sud-
den shift to three-dimensional Aow ‘a3
the Rayleigh number is incredscd..

At Rayleigh numbers larger than
about 100,000 the bimédal paitern
breaks down in a rather complicated
way, Where the two Sets of eylindrical
cells cross in the bimodal pattern there
dre points 4t which the fluid sinks or
rises faster than it docs elsewhere. .As
the Rayleigh number is increased these
poinis move together and distort the bi-
modal pattern. The-resulting plan ferm
consists of a number of peintsof intense
upwelling joined to one another by ver-
tical sheets of sinking fluid (or points of
downwelling joined by shcets of rising
fluid). This plan.form is calied the spoke
pattern.

What kappens at still larger Rayleigh
numbers, comparable to thosé of the
material of the earth’'s mantle? This
quéstion 15 difficult to answer because
the Reynolds number ©of spoke convec-
tion in laboratery experiments is the rel-
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atively large: dumber of about |, even
when the Ruid is very viscous, and mo-
mentum effects begin to become impor-
tant, The convection becomes time-de-
pendent, that is, its pattern changes with
time. It still looks like the spoke pattern.
but the hubs of the spokes are f{arther
epart -and the position of the rising and
sinking sheets is consiantly shifting. We
suspect that this behavior occurs only
when the Reynolds number is not small,
The most striking-feature of the cylin-
drical, bimodal and spoke pafterns is
that the horizontal distance between
the rising and sinking regions is always
about the same as the depth of the lay-
er. For a given difference in tempera-
ture between the botlom and the top of
the layer, cells that are approximately
square transport more heat than cells
with other shapes. This behavior does
not, however, offer much help in the ef-
fort to devise a model of the large-scale
convection that moves the earth’s plates
{assuming that the flow in the mantle
does not extend below 700 Kiloieters).
What we should like to.preduce in labo-
‘ratory expcnments is convection cells
whose width is many times their depth.

The Heating of the. Fluid

The mantle i3 not a uniform fluid
heated from below. It contains radio-
active elements, and their decay partly
hieats.it from within. Moreover, the vis-
cosity of the mantle material and its
resistance to deformation vary sharply
with temperature. It is bécause of this
~variation that the cool, thin plates that
form out of the material are so rigid.
Indeed. the variation is so great that
many geophysicists question whcther
the mantle material cen adequately be
descrived as a viscous fluid. How seri-
ously do such considerations complicate

the effort to develop a model of the

mantle’s convective flow? It is true that
most of the work done so far has in-
volved fairly simple convection systems
in which the fluid layer is heated only
{rom below. Nevertheless, Some signifi-
cant discoveries about convection have
been made, chiefly through experiments
performed with computers.

As we have scen, when convection is
driven by heating from below, heat is
transported by hot jets or sheets of fluid

rising from the lower houndary of the

fluid and by cold Auid sinking from
the upper boundary. At large Rayleigh
numbers this type of flow gives rise to a
thin horizontal layer of hot fuid adja-
¢érit to the fower boundary and a similar
layer of cold fluid adjacent to the upper
boundary. Between these two boundary
layers is a region where there is little
change in temperature from top to bot-
tom. As the Rayleigh number increases,
the turnover time decreases and the
boundary layers beécome thinher. Wheén
the heat is generated internally, how.

ever, there is no lower boundary layer.
Heat must be transposted to the upper
boundary by all the fluid's passing close
enough to it forthe heat to be condurcicd
out. There is no longer a "passive” re-
gion 1n the centér 6f the cell.

This state of aflairs destabilizes the

cold upper boundary layer and gives risc
to comphicated time-dependent Betuy-
ior when the Rayleigh number excerds
about 40,000. Reth j&ts and sheets of
sinking fluid Aiaterialize spontancaus-
ly through instabililies of the upper
boundary layer. Onée ey have formed

FEFFECT OF SHEAR ON SPOKE PATTERN has been studicd In the apparatus depicted
on lhe dpposite page, After o convective patiern characieristic of o Rayleigh oumber of 140,
000 hos become stabilized (ﬁnt picturc) iheé sheet of Mylar is Set in motion to sinvulati 4 plate
moving ocreda ihe mantie. Suecessive plctures, made ot equal intervals; show the renrrunge-
meit In pattern resulting from the motion of the Mylar plaie oS it travels from Left (o fight. The
shear converta the spoke pattern into cylindery whoSc axes are parslicl 0 the difection of plate
mstion, The small black bar ot upper teft In each photograph Indicates (he depth of the Auld,
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CONVECTION IN THE MANTLE is thought fo involve Raylelgh numbers lying some-

where between 106 and 107, Laboratory experiments show hat convection patterns develop
In complexity from cylinders to bimodat flows to spoke patterns as Raylcigh number increases.

b

COMPUTER SIMULATIONS of convection cells show how patterns are affected by varla-
tions in Auld viscosity and by the mode of heatiug. When the viscosity Is constant and the fluid
ts beated catirely from below (a), the rising and sinking shcets of fluid are nearly symmetrical.
Whea the hest is supplied uniformly throughbout the Interior of a fluld of constant viscosity (b),
convection consists of thin sinking sheets of cold fluid with hot fluid upwelling everywhere
else. When the computer simulation Is repeated for o fluid whose viscosity decreases markedly
with temperature, heating from below (¢) produces o convection cell in which the hot rising
sheet bs significantly thinner than the cold sinking shect. When the heot is supplicd from within
varinble-viscosity fluld (d), pattern is little changed from that seen when viscosity Is constant.

82

they travel toward other sinking regions
and combine with them in moving
toward the interior of the fluid. The cy-
cle is then repeated. The general form of
the flow closely resembles the plate mo-
tions, with a thin, cold upper boundary
layer and sinking sheets in motion. but
the horizontal dimension of the motion
is once again similar to the depth of the
convecting layer.

In all the laboratory experiments the
hot fluid is less viscous than the cold
fluid, but this variation in viscosity only
afiects the flow strongly when the hot
region is less viscous than the cold re-
gion by a factor of 10 or more. When the
convection is driven by heating from be-
low, the hot, low-viscosity, rising region
becomes thinner and the sinking region
broader than would be the casc if there
were little difference in viscosity. When
the heat is supplicd from within the
fluid, there is no pronounced change in
the form of the flow even where there
are large differences in viscosity. The
rather limited experiments on internal
heating that have been conducted so far
suggest that such hcating has a more im-
portant influence on the form of the con-
vection than differences in viscosity do.
Recently computer experiments have
been performed on convection in fluids
that not only show variations in viscosi-
ty but also behave according to more
complicated and more realistic laws of
flow found by deforming rocks at high
temperature. Somewhat surprisingly the
introduction of these luws has little in-
fluence on the form of the flow.

Although there is clearly much more”
to be lcarned about the plan forms of
convection in fluids of various viscosi-
tics or of convection driven by internal
heating. all convection cells with a width
five or more times greater than the depth
of the convecting layer have been found
to be unstable. Several workers have re-
ported gencerating stable cells, but the
flow was stable only because boundary-
layer instabilities were artificially sup-
pressed.

The Small-Scale Convection

One obvious way to reconcile the geo-
physical observations, which demon-
stratc that the cells extend at least
10.000 kilometers horizontally, with the
laboratory and computcr experiments is
to assume that mantle convection ex-
tends from the surfacc to the region
where the mantle meets the earth’s core
ata depth of 2,900 kilometers. There are
several objections to such a modcl. The
most important is the great resistance
sinking slabs encounter at a depth of 700
kilometers. Another objection is more
complex. If the flow cxtends throughout
the mantle, it must be almost entirely
driven by internal heating. which im-
plics a Raylcigh numbcer of at least 50
million. As we have scen, under these
conditions many jets and shects sink



*from the cold upper surface and the dis-
' lance between them is only a small {rac-
tion of the depth of the convecting layer.
To achieve conditions where this type
- of small-scale low does not occur onc
must decrease the Rayleigh number by a
factor of at least 1,000, or to about
50,000. Although our knowledge of the
physical parameters of the earth’s inte-
rior is not very precise, there seems no
way to reconcile a figure of 50,000 with
the estimated minimum value of 50 mil-
lion required for deep convection in the
mantle. We prefer a model in which the
convection is confined to the mantle's
outer 700 kilometers. The flow is then
driven partly by heat generated within
the fluid and partly by heat generated in
the lower mantle and perhaps in the
core, with the latter heat entcring the
base of the upper mantle by conduction.
The experimental results clearly im-
ply that there is small-scale convection
in the upper mantle, with a distance of
about 700 kilometers between the rising
and sinking regions. In addition. how-
ever, there must be a large-scale convec-
tion to account for the gcophysical ob-
servations. in particular the motion of
the surface plates. Convection involving
high Rayleigh numbers oftcn occurs on
several scales. The circulation of the at-
mosphere and of the occans, driven by
large-scale diffcrences in density, pro-
. vides familiar examples. In both cascs
large-scale motions are supcrimposed
on small-scale convective features.
Clouds are such a convective feature.
Convection in the mantle, however, is
quite different from the convection secen
in the atmosphere and in the oceans
because in the mantic the Reynolds
number is small and momentum is un-
important.

To test the hypothesis that there are
two scales of convective flow in the
mantle we need geophysical evidence
that the small-scale fBow exists. One
would also like to understand how the
large-scale flow can be stable, as it so
obviously is. The plan form of the
small-scale flow probably depends on
how strongly the surface plates and the
mantle are coupled. If there is no slip-
page between a moving plate and the
mantle, a substantial layer of the upper
mantle will be dragged along by the
plate. In that case the mantle under the

omoving layer will be strongly sheared.

We can simulate such a condition in
our laboratory apparatus by arranging
matters so that a sheet of the plastic My-
lar, representing a plate, moves across
the top of the convecting fluid at a
steady rate. When the velocity of the
plastic sheet excecds a certain low value,
the convection takes the form of rotat-
ing cylinders whose axes are aligned in
the direction of the shear. The shearing
merely transports the fluid along the cyl-
inder and therefore has no cfTect on the
small-scale convection. Convective cyl-
inders in shearcd flow arc often seen in
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FLOW UNDER PLATES mny follow either of two general schemes, In one model (inp) the
viscosity of the material under the plates is uniform. Thus a consideruble layer of fuid is swept
along by the plate maotion. In order for mass to be conserved there must be a strong reverse
flow deeper in the mantle, If, however, there ts a thin lnycr of fow-viscosity material under the
plates (botiom), surface motions are decoupled from mantle and basically only masy of plutes
themselves need be carried by return flow, Geophysical observations favor decoupled model.

the atmosphere, where they take the
form of cloud "streets™: parallel rows of
pufly clouds all about the same size. The
shear required to change the three-di-
mcnsional bimodal or spoke patterns
into cylindrical ones depends on the
Rayleigh number. In the laboratory
the cylindrical convection cells develop
when the speed of the plastic sheet cor-
responds to a plate velocity of about 10
centimeters a year for a convecting lay-
cr 700 kilometers thick (assuming that
there is no slippage between the plate
and the mantle).

This general understanding of the
physics of vigorous convection is obvi-
ously a great help in understanding con-
vection in the earth’s mantle. Instcad of
trying to apply the limited geophysical
obscrvations to gucss the form of the

flow, we can apply them 10 test models
that are compatible with laboratory cx-
periments. As we noted at the outsel,
however, the plates are so rigid they
mask most of the cifects that might be
associated with small-scale convection,
Two of the important effects that are not
masked are regional variations in gravi-
ty and in the depth of the ocean.
Gravilty anomalies extending over a
distance of 1,000 kilometers or more
originate with differences of density in
the mantle and associated deformations
of the surface. Variations in the depth
of the ocean are slightly less easy to in-
terpret. The most obvious variation
in depth results from the cooling and
shrinking of a plate as it moves away
from the axis of a mid-occan ridge,
where the growth of the plate begins
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with the upwelling of hot material from
the mantle. Because all plates cool the
-same way the depth of the ocean should

. be a function of the age of the plate ma-
terial at that point, unless other forces
are at work. The expected depth can
readily be calculated. When this is done
-arefully, regional departures from the
sxpected depth are revealed that corre-

spond closcly to the gravity anomalies.
There arc good reasons to belicve the
variations in depth and gravity are asso-
ciated with convection currents at the
base of the plates.

The first question we must answer is
whether the moving plates sweep the up-
per part of the mantle along with them
or whether they are decoupled from the

POSSIBLE MODEL OF CONVECTION under plates in the vicinity of 8 mid-ocean ridge vi-
suallzes flow on two scales. I the plates are moving apart fnst enough, by 10 centimeters or
more a year, the smafl-scale convection may be transformed Into longitudinal cylinders with
axés parallel to the piate motion. Exactly how the large-6cale convection associated with the
slate motion would interact with the longitudinal convection cylinders remains to be clarified,
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ALTERNATIVE MODEL OF MANTLE CONVECTION may cxpiain the creation of
chains of volcanoes in which the site of nctive volcanism does not move as fast as the plates.
This dingram aettempts to show only the smaltscale convection cells; the Inrge-scale clrcula.
tion is omitied. The smoll-scale flows are somewhat decoupled from the plates by a thin, low-

viscosity laycr that may be partially molten. Part of the heat needed to drive the smali-scale
lrculation comes from the lower mantle and part from the decay of radioactive isotopes with-

in the layer. Since the viscosity decreases with temperature the heat from below produces thin
rising jets of bot material. The internal heating creates cold siuking sheets nnd jets, which dom-
inate the overnll flow. Because of the decoupling layer the hot rising Jets can erupt as active
volcanoes that do not move with the piate, whereas lavo cones of extinct volennoes do move.
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convec.. stions in the mantle by a
thin layer of low-viscosity material. If
the plate motion sweeps much material
along with it, there must be some kind
of return flow at greater dcpth: other-
wise mass would not be conserved. The
return flow must be driven by a drop
in pressure between the deep oceun
trenches, where the plate plunges into
the mantle, and the mid-ocean ridge.
The requirced pressure diference should
cause the top of the plate to slope. No
such slope has been detected, and there
is no obvious gravity anomaly produced
by thc material being carried into the
trench and its return flow. Therz{ore the
geophysical obssrvations favor the de-
coupling of the plate from the mantle by
a low-viscosity layer. The existence of
such a layer was proposed independent-
ly of plate-tectonic theory to account for
the observed damping of earthquake
waves. The layer is conceivably created
by the partial melting of rock between
the crust and the mantlc.

The Decoupling of the Plates

Recent attempts to determine the
forces acting on plates by analyzing
their motions in some detail have also
suggested that they are decoupled from
the mantle. Little is known, howcver.
about the viscosity of the layer responsi-
ble for dccoupling, which is probably
less than 50 kilometers thick. If the
plates und the mantle are indeed decou-
pled. the resistance to plate motions is
greatly reduced, and the various sources
of convective energy associated with
plate motions can easily provide enough
power to drive the large-scale flow at the
velocities observed. The most obvious
source of cnergy is the upwelling of hot
material from the mantle, which pushes
the plates apart at the mid-ocean ridgces.
Even more important is the sinking of
the cold, dense plates back into the man-
tle, which would tend to pull the plates
toward the trenches.

There is little direct evidence of small-
scale flow in the mantle. H the plates and
the mantle are not decoupled, under
plates that are moving rapidly such
flows should take the [orm of rotating
cylinders. Il a low-viscosity layer pro-
vides decoupling, we expect the smali-
scale flow to be three-dimensional and
complicated. We expect it to consist of
both hot rising material and cold sinking
matcrial in the form of jets and sheets.
Since roughly half of the convective
layer's heat comes (rom conduction
through the base of the layer and halfl
comes from within, we expect more
sinking regions than rising ones, and we
also cxpect the variation of viscosity
with tcmperature to make the rising
flows narrower than the sinking ones.

Altempts have becn made to detect
the small-scale convection, but they
have met with only marginal success.
Not all geophysicists accept the gravity
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anomalies and depth variations as con-
vincing evidence for small-scale flow.

- Nevertheless, there is good evidence for

some type of convective heat transport
other than that directly associated with
the plate motions. The increase in the
‘depth of the ocean with the age of the
plate at the bottom agrees closely with
the subsidence calculated for a plate
about 120 kilometers thick. If the man-

" tle below a depth of 120 kilometers

could cool by conduction. the oldest
parts of the Atlantic and. the Pacific
would be about a kilometer deeper than

_they actually are. Such cooling can be

prevented only if heat is transported to
the base of the plate by convection. The
ocean-depth observations do not, how-
ever, supply any information about the
plan form of the inferred convection.
Although it scems likely that small-scale

v convection of the type we have de-

e

0

)

scribed is responsible, any form of con-

- vective heat transport would account

for the observations.

There is one other set of observations
that offers evidence for both decoupling
and small-scale convection: the chains
of volcanoes that form ridges in parts of
the deep ocean. The best-known exam-
ple is the Hawaiian Ridge in the Pacific.
The two currently active volcanoes are
on the island of Hawaii at the southeast
end of the ridge. The volcanic rocks that
form the ridge increasc steadily in age
with their distance from Hawaii. Several
ridges in the Indian Ocean and the At-
lantic resemble the Hawaiian Ridge.

The interesting point is that the mo-
tion of an active site of such volcanism
with respect to another active site is only
one or two centimeters a ycar, whereas
the motion of one plate with respect to
another is more than 10 centimeters a
year. These measurements indicate that
the source of the lava for the volcanoes
lies under the plates and docs not move
with them. According to this view, the
volcanoes are the surface expression of
jets of hot material that rise to the sur-
face from the base of the mantlie.

The principal objection to this con-
cept comes from the compuler models
of the behavior of internally heated
fluids, which show that although sinking
cold jets are generated. hot rising ones
never are. No such difficulty arises,
however, if convection is confined to the
upper 700 kilometers of the mantle.
Since this region is heated both from
below and from within, hot jets should

be able to form in it. Furthermore, such -

jets will not move with the plates, be-
cause they are decoupled. On the ba-
sis of the laboratory experiments one
would expect the small-scale convection
to be time-dependent. Hence it is not
surprising that there is a certain amount
of slow movement in the jets that have
given rise to the volcanocs of the ocean-
ic chains. .

We should obviously like to have
more information aboul the form of the

small-scale flow, but it is nonethcless
pleasing that we can account for all the
rclevant geophysical observations with
a model based on laboratory experi-
ments. The fact remains that the obser-
vations arc all too few. With recent ad-
vances in the measurement of the earth’s

Lnowledge of the gravity anomalies un-
der the oceans should incrcase rapidly
over the next few ycars. And laboratory
experiments at large Rayleigh numbers
(106 to 107) and small Reynolds num-
bers are possible. although difficult, anit
they should help us to understand the

gravily by satellites. however, our features dctected by the satellites.

OEPTH (KILOMETERS)

40 60 80 100 120

AGE (MILLIONS OF YEARS BEFORE PRESENT)

140 160

DEPTH OF THE OCEAN Increnses with the age of the sea floor because of thermal coutrac-
tion as the plate cools from a high uniform temperature at the axis of the mid-ocean ridge. 1f
the cooling cootinued uniformly with age as the plate moved away from the ridge, the depth of
the occan should follow the broken curve. Actunl depth measurements, however, yield solid
curve, which conforms to cooling of plate 120 kilometers thick whose base Is at 1,200 de-
grees Celsius. It appears that heat i supplied from below, probably by small-scale convection.

DEPTH OF THE NORTH ATLANTIC ts shown in metess (color) after removal of the effect
of cooling of the plate by age. Black lines show contours of the gravity field {n milligais. The
variations in the two featurcs seem to be closely related and could be evideoce for a region in
which hot mantle mnterial Is carried upward by small-scale convection currcots. Nelther the
dcepth of the ocean nor the gravity ficld seems to bear much relation to Mid-Atlantic Ridge
(gray line), where the North Americon piste and the Eurnsiun plate ere belng pushed npart.
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occur in island-arc regions in subsidiary amounts;
these may be generated by partial fusion within

‘the ultramafic mantle rocks which ovetlie the slip~

zéne,

‘In the processes operating at plate margins we
see possible mechanisms for generating the Earth's
crust, By partial fusion of the mantle, it is
possible to generate oceanic crust; by a sccond
cycle of partial fusion, in which the¢ oceanic
crust is uself partially fused, it is possible to
generate the more silicic rocks of the continental
crust.

The theory of Plate Tectonics has therefore goue
some way towards providing a unifying theory

for understanding the wide variety of Earth
phenomera which were previously neither under-
stood in themselves nor in any wider context.
We.sce some pattern in the distribution of world-
wide scismicity and volcanicity, a mechanism for
the gencration of the two main crustal types, cledr
evidence of large-scale motions between crustal
plates and between the continents which some of
them contain.  We see thar, whilst oceanic erust
is ‘disposable’, continental crust cannot.return into

the manile. 1s it too presumptuous to assery that

the gencril ‘utline of the processes we have dis-
cussed is sufficiently consistent intermally to sug-

gest that it is probably correct 2

PLATE TECTONICS - 28§
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DIVISION OF ENGINEERING

DEEP CRUSTAL STUDIES OF THE EARTH
(PROJECT MOHOLE)*

Gordon Lill

National Science Foundation, Washingtor, D.C.

Introduction

The National Science Foundation has initiated a program for studying the
¢rustal section of the earth and the upper portion of the mantle beneath that
s within reach by direct observation. These studies will be made possible
*7 drilling for core samples on the continents as well as into the bottom of
‘e deep sea floor. The continental program has been devised on a world-
vide scale by the Upper Mantle Committee of the International Union of
Ceadesy and Geophysics (IUGG); a member of the International Council of
Sctentific Unions (ICSU). '

Plans for drilling into the crust underlying the deep oceans of the world
24 a different origin than the International Upper Mantle program and pre-
¢eded it by about a year. However, itis included as a part of the United States
#rogram and contributed directly to the formation of plans for studying the
¢rust and mantle on an international scale.

- The subject of this paper is Project Mohole, the most spectacular part
! the Upper Mantle Program that is to be found in any nation. It involves
itlling in oceanic depths of 12,000 to 14,000 feet and on through the crust
3 perhaps a total depth of 35,000 feet below sea level. Special techniques
™ equipment have been developed to make this possible.

" Orilling to the mantle beneath the sea is a difficult engineering feat, but
:' Foundation has for some time considered this objective as only one aspect
E_ 3 program with the much broader aim of studying the earth as a planet.
N“"‘Y'flve per cent of the earth by volume is in the mantle. If we can sample
“ %e will surely obtain a better understanding of the earth as a body in
33 rather than thinking of it piecemeal as a continent or an ocean, a deep

fanyon or a high mountain peak.

The Science

. Within the earth’s mantle lie the sources of stress that cause the great
._';t"nic features that confront the geologist. These all must somehow be
‘\*hlned: volcanism, mountain building, earthquakes, continents and oceans.
< . Beologist has always had to rely upon what he finds in the rocks in order
. r:tee:pl‘et the history of the earth and to infer the processes that have
vride to produce the features at the earth’s surface. First, he collected
a, €e from the field. Then, especially during the last twenty years, he
een greatly assisted (and at times even surpassed) by the physicist,

. ms
€ Pager, {llustrated with slides, was presented at a meeting of the Division on
“lober 13, 1965,
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chemist and hydrodynamicist. But now, having gone around the circuit througy
postulate and theory, we find ourselves back once again with the rocks. The
reason is simple. Our theories about the earth have been invented largely
from what we know of less than 1 per cent of its volume and 30 per cent of
its surface. We have never had rocks from the deep crust or mantle, anq,
until quite recently, we have not even had rocks from the top of the oceanic
crust of the deep sea basins. As in all sciences, we must now check theory
with direct evidence if we are to progress. Theory without experimenta)
proof more often than not remains sterile,

Careful geochemical analysis of the basalt recovered during Phase I of
the Project in 1961 has already called into question some of our thoughtg
on the magmatic differentiation of continental crust from mantle, the origiy
of the continents, the chemical nature of the mantle, the nature of the Mo-
horovicic Discontinuity which divides crust from mantle, and our concepts
of heat flow from the mantle outward through the crust of the ocean basing
and continents. ’

Quite recently, additional developments in other fields have made ap
understanding of the nature of the earth’s mantle increasingly important to
the orderly growth of science. For example, the largest and most exciting
technical and scientific project in any nation, landing men on the moon ang
returning with samples of its surface material, is approaching realization,
In addition, in the past few months we have received the first close-up pho-
tographs of the planet Mars. Because of these developments, it is not only
timely but urgently necessary that we know enough about the interior of the
earth to enable us to interpret effectively the returns expected from the
nation’s planetary and lunar programs. Knowledge of the chemical phases
and composition of the mantle will bear directly on the theories that deal
with the differentiation of the earth-moon system and the solar system asa
whole. Without earth-mantle data, further development of these theories will
not have adequate foundation.

The recent development of a new hypothesis on the origin of linear mag-
netic anomalies over the oceans opens up a possibility of understanding
convection within the mantle and may place limits on its velocity. The size
and shape of the magnetic anomalies indicate that their origin cannot be more
than 10 km. deep and perhaps isinthe upper 1 km. of the ocean crust. Mohole
drilling through the crust should provide answers to the question of mantle
convection which would have a large impact on problems of the earth’s
interior.

There is a growing amount of evidence that would indicate that the con-
tinents have drifted, while, at the same time, new theories are being proposed
in an attempt to prove that the continents cannot possibly have drifted. Drilling
into the deep sea crust will either add to, or detract from, the belief in
continental drift depending upon whether or not extensive thicknesses of
sedimentary rocks are found in the deep sea basins. If the ocean basins as
we see them today are permanent features, then the continents cannot have
moved, and we should find approximately 10,000 feet of sedimentary rock
beneath the sea. If the sedimentary rocks are not present, then the ocean
basins cannot be permanent or near permanent features, and the continents
may well have drifted.

This problem has a direct bearing upon the amount of carbon dioxide that
may be stored in the rocks beneath the sea in the form of limestone (CaCOg)
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dolomite CaMg(CO3)2. This, in turn, affects our estimates of the carbon
or le during past geologic ages as well as our estimates of the carbon cycle
cy;ay 1f we are effectively to account for the carbon, we must know how
wuch. is in the rocks, in the seas as calcium bicarbonate, in the atmosphere
n; carbon dioxide, in the plants and animals, and what the rates of exchange
2 e among them all. The origin of life on earth and the various forms life
i;s taken in geologic history are also intimately involved with our under-
standing of the carbon cycle. In addition, if very old sediment‘ary rocks are
found at the base of the oceanic crust, we may also find fossil rem'nants of
earlier forms of life than are presently known which would help to {ill some
the gaps in our knowledge of the evolution of life, ‘
Some of the theories of the origin of the universe, and of the stars wx'_(hin
the universe, are based upon our knowledge of the distribution of thfe .che.mxc?.l
elements. The primary base line available to the astrophysicist is his
xnowledge of the distribution of the elements in the earth. This knowledge i_s
inadequate since B5 per cent of the earth by volume is in the mantle, and it
has never been sampled.

As the Project has developed, a great deal of new interest in the problem
of the earth’s interior has been stimulated. Students of the solid earth are
now able to proposed that a large number of holes be drilled on land as a
corollary to drilling at sea. National committees have been formed around
the world for the purpose of recommending research programs to study the
upper mantle. As a result, 2’ host of new geophysical theorit?s about the
earth have been developed that represent an enormous contribution to earth
sciences, and which must be checked by actual sampling if the theories are
to advance.

of

The Engineeving

The engineering aspects of the project are contained in several systems
that are either an integral part of, or are involved in the operation of, the
drilling platform. The systems are listed below.

Drilling platform
Positioning system
Drilling system
Pipe racking system
Inspection and maintenance systems
Hole re-entry system
Logging system
. Riser casing system
The drilling platform isthe major technological developmentof the project.
The design and specifications were prepared by Brown & Root, Inc., the
prime contractor, and Gibbs & Cox, Inc,, working as a team. FIGURE 1 is a
photograph of the latest model. The principal dimensions follow. ’
Size of upper platform 279 ft. x 234 ft.

PRO oW

Height of upper platform 23 ft.
Diameter of supporting columns 31 ft.
Total height, keel to upper deck 135 ft.
Derrick height 196 ft.
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Overall height, keel to top of radar mast 375 ft.
Diameter of lower hulls 35 ft.

Length of lower hulls 390 ft.

Light ship displacement 13,500 tons at 28 ft. draft

Normal drilling displacement 21,500 tons at 60 ft. draft
Brief specifications of the Mohole drilling platform are listed below.

Tatal horsepower 19,500 to 21,000

HP for positioning 4,500 to 6,000

HP main propulsion 15,000

Total complement 160

Standard speed 10 to 12 knots

Hook load on the derrick 1,000,000 pounds

Drill pipe and/or casing 35,000 ft.

Positioning system - automatic, dynamic, acoustic
One 30-ton rotary deck crane
Two 50-ton rotary deck cranes.

The platform is designed to stay on station and drill under conditions

prevailing with 30-knot winds, fully developed seas (28 to 30 foot waves) and :

3-knot surface currents. Work would cease under worse conditions, but the
site would have to be abandoned only under near hurricane or hurricane
conditions.

In order to imagine adequately the size of this proposed platform, one
should stand on a street corner and gaze upward to the tenth story of a build-
ing and let your eyes rove down the street to the middle of the next block.
It helps also, in thinking of the size, to note that the platform cannot go under
the Golden Gate Bridge or through the Suez Canal.

Mounted beneath each of the six vertical columns of the platform are
positioning engines that will deliver from 750 to 1,000 shaft horse power
each. These engines are automatically tied through computersto the position-
ing system that is shown in FIGURE 2.

The Positioning System consists of both a lon’g and short base line of
bottom-mounted acoustic transponders sending variable signals of from 9
to 27 kilocycles to hydrophones that are lowered beneath the platform. As
signals are received, the platform’s position among the transponders is
computed and signals are sent to the positioning engines for the required
thrust and dircction for keeping the platform centered above the hole,

In 12,000 feet of water, the platform must be kept within a radius of 300
feet of the hole in order to keep the bending stress on the drill stem within
tolerable limits, The 300 feet is an empirical number based on the limited
experience during the Phase-I drilling off Guadalupe in 1961. Only further
experience will give us a better limiting distance on the horizontal excursion
of the platform,

Also involved in the matter of position keeping is a third system called
the riser casing. This system is shown schematically in FIGURE 3. The
riser, which is casing in sea water, serves two purposes. In this case it
brings the drill hole up to the surface, thus solving the problem of hole re-
entry, and it provides a closed system within which is contained the drilling
fluid or mud, The mud flows under pressure down the inside of the drill
stem, out the bit, and up to the pumps between the drill stem and riser casing.

FIGURE 1. Model of
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FIGURE 1. Model of the Mohole Drilling Platform.

The mud cools and lubricates the bit and keeps the hole op;:n by carrying
i be examined. /

the rock cuttings up to the surface where they may

e';“he ‘riser casing is cemented well into the bottom below the b.oungary
between hard rock and sediment. It is partially sup;'xorted by a l‘andmg tatsi:e
on the bottom and is held upright, much like a taut wire by a series of st ablc
buoys pulling upward with a total buoyancy of 23000,000 pounds. A varia te
buoyancy system is also provided for emergencies such as strong currents
or severe storms.
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, The best material for the buoys appears at this time to be a syntagy
foam called Inlyte. It consists of an epoxy base containing minute, hollow gl;
beads.
The riser casing will be fitted withtelescoping joints, called bumper su,g e ]

at the upper end to absorb the vertical motion of the platform.

The drilling system is quite similar to that found in the offshore drxl
industry except for its increased size. The automatic pipe racking systemj
an innovation but is complicated and is worthy of separate treatment in
own right, as are the other systems which will not be discussed here.

Test Drilling : 1900
! %00
I shall now discuss the test drilling that has been done to check variong /\

parts of the program as we have proceeded with the job.

The first drilling, called Phase~I, was completed in March and April 1g;
off LaJolla and off Guadalupe Island. The major purpose of Phase-I was (¥ o
prove that drilling could be done in 12,000 feet of water. The drilling si¥ 3
is shown in FIGURE 4. At this site we drilled through 540 feet of soft, gray C)OS e
green, silty clay and ondown60 feetinto a hard glassy basalt, The drilling /&’og" /

accomplished from the Global Marine Company’s drillingbarge CUSS-I shoy} 9° N
here in FIGURE 5. CUSS-I is a 260-foot converted, ex~Navy YNFB bargp 2

v 4 — 1
She still is one of the busiest rigs in Global’s fleet. For the first time durig§
Phase-], the second layer of the oceanic crust was sampled. It proved toy
the volcanic rock basalt., The results of its analysis have already been mep}§
tioned under the section on science.
i)
©
[+

- corBle gorigeeh e =l

The second experimental drilling was done at Mayaguez, Puerto Rico§
in 1962. The major purpose there was to check the drilling characteristic}
of the igneous rock called serpentinite. The location of the hole is shown ¢
the index map, FIGURE 6.

Serpentinite, a hydrous magnesium silicate, generally gray-green i
color, is presumed by some geologists to form the upper mantle and perhaps ~
a part of the lower crust, Since this is a likely supposition, it seemed wise}
to determine its drilling and structural characteristics. Continucus cor:§
samples were taken at Mayaguez. The serpentinite was highly fractured o
faulted and tended to flow rather easily under pressure. The drilling was
carried out by Boyles Brothers of Salt Lake City, Utah. The drilling rate
averaged about 1.5 ft. per hour,

The most recent test drilling was completed at Uvalde, Texas, in Decem-
ber, 1964. Here, again, we wished to test the drilling characteristics of one
of the rocks we know we will find in some undetermined thickness beneath
the sea. The rock is basalt similar to that found at Guadalupe; the difference
in the Uvalde test is that wehad some new equipment with which to experiment,

The drilling was done in a volcanic plug which penetrated the surrounding Fathoms
sediments to within about 500 feet of the surface. A total depth of 3,479 feet §
was drilled, out of which 1,884 of core was recovered.

The most noteworthy equlpment tested was the Dresser Industries (Dallas FIGURE 4. Project Mohole expe
Tex.) coring turbodrill, although logging instruments, and diamond bits from
5 various manufacturers were tested as well. The turbocorer drilled a total g
of 1,194 feet in 216 hours and 10 minutes for an average penetration rate of
¥ 5-1/2 feet per hour. This exceptional drilling toolis shown in FIGURE 7. The

-]

I i amtal




ons New York Academy of Sciences

)r the buoys appears at this time to be a syntagy
sists of an epoxy base containing minute, hollow gla,

be fitted withtelescopingjoints, called bumper suh,§

) the vertical motion of the platform.

s quite similar to that found in the offshore drilliJ§
creased size. The automatic pipe racking system

plicated and is worthy of separate treatment in j
r systems which will not be discussed here.

Test Drilling

1e test drilling that has been done to check varioy}

‘2 have proceeded with the job.

ed Phase-1, was completed in March and April 195§
vupe Island. The major purpose of Phase-1 was (.}
| be done in 12,000 feet of water. The drilling sit}
t this site we drilled through 540 feet of soft, gray.§

vn 60 feetinto a hard glassy basalt. The drilling wa,

>bal Marine Company’s drillingbarge CUSS-I show;§
3-1 is a 260-foot converted, ex-Navy YNFB barge B

est rigs in Global’s fleet. For the first time during
- of the oceanic crust was sampled. It proved to be

The results of its analysis have already been men. |}

| science.

ital drilling was done at Mayaguez, Puerto Rico §

se there was to check the drilling characteristics
I serpentinite, The location of the hole is shown on

I$ magnesium silicate, generally gray-green in
e geologists to form the upper mantle and perhaps
Since this is a likely supposition, it seemed wise
and structural characteristics, Continuous core

yaguez. The serpentinite was highly fractured or §

v rather easily under pressure. The drilling was
‘others ‘of Salt Lake City, Utah. The drilling rate
our.

illing was completed at Uvalde, Texas, in Decem-
» wished to test the drilling characteristics of one
will find in some undetermined thickness beneath
similar to that found at Guadalupe; the difference
ad some new equipment with which to experiment.
. a volcanic plug which penetrated the surrounding
500 feet of the surface. A total depth of 3,479 feet
184 of core was recovered.

ipment tested was the Dresser Industries (Dallas,
1ough logging instruments, and diamond bits from
e tested as well. The turbocorer drilled a total

and 10 minutes for an average penetration rate of J

ceptional drilling toolis shown in FIGURE 7. The

Lill: Deep Crustal Studles

61

i7° 30'W

[s]
Q
o
O ~
Py,
N / *
29° N
i)
[]
<
\a0°
\/Q
Fathems

FIGURE 4. Project Mohole experimental drilling site ¢from Kraus & Menard).




68 Transactions New York Academy of Sciences

FIGURE 5. Cuss-I Global Marine, Inc., Los Angeles, drilling ship.
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FIGURE 6. Index map of Puerto Rice showing area of survey.
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turbocorer bit was rotated at 600 RPM throughout its use, Total maximuny §

wear on the radial thrust bearings was only 2/32 of an inch.

Site Selection

The crust under the world’s ocean averages somewhat over 39,000 feet iy
thickness, which in most places would put the mantle about 4,000 feet beyony E

our reach. This means that, with the present state of technology, it is esti.
mated that drill stem in excess of 35,000 feet in length would fail throug k
tension introduced by its own weig_ht.

L
BERMUDA

SITE | 21°N, 67° W
MOHO - 32,800'
WATER 17,500'

SITE 2 16°I5'N, 58°W
MOHO
WATER 13,000’

.

30,
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PUERTO RICO N
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FIGURE 8. Location of possible Mohole Drilling Sites north of Puerto Rico and east
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\ghout its use. Total maximum In order to find spots where the crust is thin enough to penetrate, ad-

32 of an inch vantage was taken of geophysical surveys already conducted by the oceano-

o p———
.

T

graphic institutions. Having localized likely areas, detailed seismic, magnetic
and gravity surveys were conducted in the following areas: 200 miles north
of Puerto Rico; 200 miles east of Antigua; and 120 miles northeast of Oahu.

The Puerto Rican and Antiguan areas are shown together in FIGURE 8,

5 somewhat over 39,000 feet in The crustal rocks north of Puerto Rico proved to be badly fractured and
maintle about 4,000 feet beyong faulted. Seismic evidence showed the crust to be about 31,000 feet thick, so
state of technology, it is esti- that it could be penetrated. However, because the area is highly subject to ‘
set in length would fail through hurricanes, because of the fracturing and the strong ocean currents, the site !

has been abandoned as an immediate possibility for mantle drilling.
To the east of Antigua is 2 region called the Barracuda Fault Scarp. At

this locality it was supposed that the crust had been fractured upward so
that the mantle might be easily reached. Detailed seismic surveying revealed
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18 northof Puerto Rico and east FIGURE 9. Two possible drilling sites on the Hawaiian arch. The area north of

Maui has been chosen.
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that a four-layer, instead of a three-layer, crust existed and that the depth
to thé-mantle was about 9,000 feet. The: ‘seismic. records from the Barracudy
Fault Scarp will be given further détailed checking.

Seismje. surveying along the Hawatian A#¢h, in the lecahty shown in
FIGURE 9, revealed that the crust there may be as thin as 31,800 feet. This
fact, coupled with the generally good weather, oceanic eonditiohis and easy
logustlc support, dictated that we should choose thig. site for our first attempt
to reach the mantle, Further seismic surveying along the Hawaiian Aréh is

indicated in order to find out if we have actually located the thinnest part of
the crust.

The Future

Ag most of you know, froim newSpaper and journal accounts, the future of
the Mchole Project has always been in doubt.

Sc1ent1im ‘and engineering arguments, cost escalations, and budgetary
problems have all taken their foll in slippagé. of schedute. However, if all
goes-well, we should be.drilling at sea sometime in 1969.
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U.S. GEODYNAMICS COMMITTEE
WORKSHOP ON CONTINENTAL DRILLING FOR SCIENTIFIC PURPOSES
17-21 JuLY, 1978

BACKGROUND PAPER ON PRACTICAL AND ORGANIZATIONAL ASPECTS

i UNIVERSITY ©F UTAY
H. R. Gould, J. W. Harris, M. K. Horn, C. J. Mankin RESEARGH INSTITUTE
P. H. Stark, and E. R. Turner, Jr. EARTH SCIENGE LAB.

Organizational Structure

One of the objectives of the workshop will be to consider an organ-
izational plan that will best accomplish the scientific objectives of
the program. The basic elements of such a plan were identified by the
1974 Ghost Ranch Workshop on Continental Drilling and are reproduced
here in Attachment 1. In response to the U.S. Geodynamics Committee
request for suggestions on ways to implement the recommendations of the
Ghost Ranch Workshop, a panel of the Federal Committee on Solid Earth
Sciences (CSES) recommended a more detailed organizational scheme, which
is reproduced in Attachment 2. This plan was conceived as a national
program that would accommodate not only the interests of Federal agen-
cies in drilling for scientific purposes but those of all qualified
scientists.

The plan calls for establishment within ERDA [now the Department of
Energy (DOE)] of a Continental Drilling Program (CDP) Office with
overall management responsibility. This office would receive policy
direction from an Interagency Steering Group, scientific advice from a
broadly based Scientific Advisory Committee, data handling and coordi-
nation assistance from an Information and Data Management Unit, and
advice on drilling, sampling, and well logging technology from a Drill-
ing Technology Advisory Committee. The Nevada Operations Office of DOE

would manage field operations and provide drilling, logging, and other
common services and support from commercial sources. The Operations Manager
of DOE, Nevada, would receive assistance of an Environmental Impact Group,

a Drilling Services and Contract Unit, and a Facilities Planning Board.

The collection and analysis of scientific field data would be carried

out under the guidance and sponsorship of the agency or agencies (DOE,

USGS, NSF, DOD? having principal programmatic interest.
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Further details regarding the proposed organizational structure and
the responsibilities of individual management units are contained in the
report of the 1974 Ghost Ranch Workshop, Continental Drilling (published
by the Carnegie Institution of Washington, June 1975) and the report on
Recommendations of the Panel on Continental Drilling of the FCCSET
Committee on Solid Earth Sciences (April 1977), copies of which have
been furnished to all Workshop participants. We recommend that all
attendees, particularly those participating in the Panel on Practical
and Organizational Aspects, familiarize themselves with these documents
so that the best decision can be reached regarding organizational
structure.

Comments on Specific Practical
and Organizational Aspects

In the following sections, we provide additional information and
suggestions on several specific practical and organizational matters
which we believe will help the program attain its objectives. These
concern the Information and Data Management Unit; arrangements for
utilization of holes drilled for other purposes; and cooperation of
State geological surveys and related agencies; professional societies;
and industry.

Information and Data Management Unit

The four primary tasks for this unit were defined in the 1975
Report of the Ghost Ranch Workshop as follows:

1. To provide information on subsurface data banks and
sample and core repositories which contain information
relative to project objectives.

2. To provide information on new wells to be drilled by
industry which offer opportunity for solving scientific
problems and would be appropriate for cooperative efforts.

3. To organize and manage a sample repository and computer
ized data bank for samples and drill-hole data acquired
in the project.

4, To ensure timely publication of results of all studies.

We support these tasks and offer the following supplementary
information and suggestions:

1. Information on Data Banks, Sample and Core Repositories

It is important to know what technological data banks and reposi-
tories are available to support the work of CDP. The assembly and
cataloging of pertinent files and repositories should be the first task
of the information unit. '
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Although the number of pertinent files is large and expanding rapidly,
several available compilations can be used to start this task.

a. The USGS has compiled a directory to available core and
samp1§ repositories in North America (Open File Report
77567).

b.  The USGS has purchased Petroleum Information Corporation's
(PI) Well History Control System that contains well histories
on more than 1,000,000 U.S. wells. This is the largest
available well data file in the U.S.

c. Other files, such as the Petroleum Data System oil and
gas field file, the AAPG CSD drilling statistics file
plus additional commercial, professional society, and
governmental data banks, are also available. Attachment
3 contains a listing of publications describing several
of these not Tisted in the 1975 report on Continental
Drilling. The Information Unit should compile annotated
references to these and other resource files for scientific
users. The AAPG Committee on Computer Applications may
be able to provide some assistance in this regard.

2. Information on New Wells to be Drilled

A11 new wells to be drilled for oil and gas in the United States
are permitted by State agencies and announced in daily publications by
PI. Most significant wildcats in remote locations or that test new
depths or unique geological environments also are published in special
news releases by PI or industry trade journals, such as World 0Qil and
0il and Gas Journal. Data on all weekly new well starts in the U.S. also
are available by remote terminal access through PI.

The concern of CDP is to define the areas, depths, and environments
that are of interest for scientific purposes. The announcement of
intent to drill in these areas can then trigger the response of inter-
ested scientific groups to participate in gathering data from the
drilling.

3. To Organize and Manage a Sample Repository and
Computerized Data Bank

The information unit should insure that samples, cores, and
pertinent scientific data obtained by CDP are securely stored and access--
ible to users. It is suggested that the many excellent sample reposi-
tories operated by State surveys, geological societies, and other govern--
ment agencies be utilized wherever possible. If, however, a suitable
storage facility does not exist, the Information Unit may find it neces-
sary to fund a facility. It is likely that an existing facility would
welcome the support and would provide excellent service at far less cost
than a new single purpose storage.
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There are many existing resource data bases and associated manage-
ment systems. It is suggested that data obtained by CDP be compiled and
stored in an existing format and system that provides maximum compati-
bility with other subsurface data and is readily accessible for retrieval
and application programs. The previously mentioned PI Well History
Control System is such a system. New data, including laboratory analyses
and engineering testing on wells drilled for the Eastern Gas Shale
project, Michigan Basin Devonian study, NURE and Alaska NPR-A projects,
are being added to this file. This large well data system already has
compatible formats for capture of subsurface data that will be gathered
by CDP, and comprehensive retrieval and mapping programs are available.
Consequently, the Information Unit should evaluate this system to deter-
mine if it satisfies the information storage and application requirements.

Other systems also should be evaluated. The I1linois Geological
Survey, for instance, has a well data system that may be suitable. Many
0il companies have large well data bases that also are based on the Well
History Control System, and many research laboratories and universities
have data base management systems and special resource evaluation systems
that might be evaluated. The Information Unit should avoid, however,
the temptation to develop a new system.

The Information and Data Management Organization must be advised of
what data are to be stored and what applications are to be made of the
data. These two factors depend, of course, on a clear definition of
scientific objectives. As a consequence, it is important that the Data
Management staff participate in planning and defining objectives and
procedures. The definition of information system standards, such as
formats, codes, and application capabilities including retrieval, custom
reports, and graphic displays, such as plots and maps, is directly
related to project objectives. Lack of coordination of these functions
will certainly lead to failure of the information system. It is impor-
tant, therefore, that the Information and Data Management group be a
staff function that reports directly to CDP Operations Management. This
organization should highlight the service aspect of the Information
Group and facilitate their inclusion in planning scientific objectives
that can be properly supported by the information system.

4. To Ensure Timely Publication of Results

The information system should be used to support publications by
providing rapid access to stored data and generation of summary reports,
graphs, and maps that can speed interpretation and preparation of publi-
cation materials. Results of geochemical analysis in NPR-A, for in-
stance, will be displayed by computer graphics for publication. The
Information Unit also should find access to suitable scientific journals
or government publications and provide funds for timely publication.
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Utilization of Holes Drilled for Other Purposes

Before any new holes are proposed by CDP, every effort should be
made to determine whether the scientific objectives can be met by use of
holes drilled by the petroleum industry or other holes drilled for
highly specific and applied purposes. The attraction of such dual
purpose holes is that the additional scientific information should be
obtainable at relatively small incremental costs. While some dual
purpose holes have proved successful in the past, many have not or have
failed at the negotiation stage. The chief problems have been lack of
sufficient lead time, failure to reach agreement on financial and Tegal
arrangements, and Tnadequate planning for in-hole operations (logging,
coring, instrumentation, etc.).

Following are suggestions which we believe will help to avoid these
pitfalls and lead to more successful operations.

To insure adequate lead time, every effort should be made to learn
as early as possible about proposed new 0il and gas wells in areas of
special scientific interest. In addition to the information sources
already noted, local geoiogical societies can assist by identifying
proposed new wells or the names of companies with large lease blocks
likely to be drilled in the areas of interest. The operators or owners
of the leases should then be contacted and an explanation presented to
them of the project and the data needed from the well or wells to be
drilled.

In negotiating arrangements for obtaining the desired scientific
data from the well, CDP should be prepared to pay all costs above and
beyond usual exp10ratory well cost calculated by the operator. This
includes.:

1. Coring time and coring equipment rental.

2. Delay time involved in coring, such as detivering of
equipment or equipment breakdown, and fishing or redrilling
costs if related to coring.

3, Added cost of rig capable of dr1111ng deeper than planned
exploratory well depth.

4. Added costs of larger hale size and casing program required
to drill deeper than planned exploratory well depth
together with associated costs of larger mud volumes.

5. Cost of additional electric logs including company
charge plus rig time involved,

6. All costs of drilling beyond planned total depth of ex-
ploratory well.

7. All rig time necessary for various scientific data recording
{seismic, magnetometer, gravity, etc.)
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8. Blowout insurance on portion drilled for CDP. Since most
policies have a deductible, it should be agreed that CDP
would assume costs up to the deductible limit.

9. Reasonable overhead charge by exploratory well operator
plus a management fee.

10.  CDP should assume all plugging cost if well is taken over
at total exploratory depth for deeper drilling.

There should be adequate time in advance of spudding a well to
prepare for all instrumentation and other programs deemned necessary by
CDP. The cost of wells s a vital part of the exploratory operator's
business and hurried-up programs would cause him additional cost bur-
déns. CDP should agree to hold all parties harmless and accomplish the
well work so that it does not cost the operator one dollar more than he
would have spent in drilling his well,

As a matter of agreement, it should be understood if the well
discovers oil or gas and the operator decides to complete it as an oil
or gas well that all CDP activity must cease and that CDP will pay all
costs accrued in its program up to that time, whether or not any data
have been obtained. Part of the reasoning for this action is that the
lease with the Tandowner may demand completion of the well to maintain
the Tease. Drilling for scientific purposes alone may not extend the
lease.. :

Also, as a matter of agreement, if CDP takes over operation of a
well for deeper drilling and discovers oil or gas below the original
proposed total depth of the well, then the well must be offered back.to
the operator for completion purposes. The original operator will own
the minerals discovered and will pay a prorata share of the deepening,
being the actual costs less scientific evaluation charges.

Those wells drilled on private Tands will need prior approval from
‘the Tandowner for drilling to be done only for scientific purposes
unless the lease specifically allows this. Most leases do not. If
wells are drilled on Federal land, it is assumed the government agency
administering the land (DOI, Forestry Service, etc.) would need to give
permission.

Cooperation of State Geological Surveys,
Professional Societies, and Industry

These organizations all have a definite interest in CDP and can
provide valuable assistance in helping to achieve its scientific objec-
tives.
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The State geological surveys and related agencies, in additon to
their core repositories and data files on oil and gas wells, maintain
records and samples from water wells and holes drilled in minerals
exploration that can be of use. As these agencies also issue permits
for all wells drilled within the States, they can be helpful in identi-
fying in advance wells that might be suitable for dual purpose drilling
in areas of scientific interest. To enlist the assistance of the State
agencies, it is suggested that a "Liaison Committee for Continental
Drilling for Scientific Purposes" be established within the Association
of American State Geologists.

Professional geological and geophysical societies, especially those
with expertise in subsurface investigations, can also be of help. Reflect-
ing its interest in the program, the American Association of Petroleum
Geologists (AAPG) recently endorsed the CDP in principal and established
a special "Subcommittee on Drilling for Scientific Purposes" within the
AAPG Research Committee. The purpose of this Subcommittee is to serve
as a focus within AAPG to provide advisory and other assistance to CDP.
Similar committees within the Society of Exploration Geophysicists
(SExG), the Society of Ecoromic Geologists (SEcG) the Society of Petro-
Teum Engineers (SPE}, and perhaps other earth science organizations
would be most helpful. Accordingly, it is suggested that invitations be
extended to these societies to establish such committees.

Industrial organizations, especially the petroleum and mining
companies, can provide valuable assistance in many ways. The petroleum
industry has been most supportive of the Deep Sea Driliing Project
(DSDP} and is currently providing advisory assistance to the geophysical
investigations of the deep crust and upper mantle by the Consortium for
Continental Reflection Profiling (COCORP). This project is developing
information critical to the selection of suitable sites for accomplish-
ing CDP's scientific objectives requiring deep drilling. Representatives
of both the petroleum and mining industries have and are participating
in plans for CDP, and their continued assistance should be utilized as
the program develops.

6.12.78
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D.1.8



CONTINENTAL DRILLING PROGRAM

Attachment 2
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Attachment 3

ADDITIONAL REFERENCE TO
* KEY SOURCES OF DRILL HOLE INFORMATION
NOT CONTAINED IN 1975 REPORT ON CONTINENTAL DRILLING

1. Report on the USGS Rocky Mountain Core Repository.

2. Kansas Geological Society supplemental edition "Catalog of
Electrical Logs."

3. Tulsa Geological Society publication, "Tulsa's Physical
Environment.”

4.  Wyoming Geological Association Core Book, Greater Green River
Basin Symposium.

5. USGS Proposal for Development of Integrated Nationwide Physical
and Chemical Properties Data Bank.

6. Catalog Sample Library, Utah Geological and Mineralogical Survey,
Circular #55.

7. Brochure Geological Information, Library of Dallas.

6.10.78
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Core system, chain bit get f|e|d test

\Iewly designed pressure coring system cuts faster, keeps drilling mud /’
yut of the core, developers say. Continuous chain drilling bit will
sycle new cutting edge into place without pulhng the bit out of the hole.

A NEWLY developed pressure coring
system featuring faster penetration
and a continuous chain driil bit that
cycles new cutting surfaces into place
without the bit being removed from
the. hole have undergone their first
field test.

The coring system, developed by
Sandia Laboratories, Albuquerque,
N.M., and Diamond Oil Well Drilling
Co. (Dowdco), Midland, Tex., cut 17
eight-ft-long cores at an average rate
of 20 ft/hr during the test.

And a special fluid used in the
process kept drilling mud from invad-
ing the core.

In its field test, the contmuous chain
bit, which consists of diamond-studded
cutting links mounted on a chain, used
six cutting surfaces to drill 250 ft of
granite, according to the developer,
Sandia.

The chain bit drilled an average 41
ft in granite beflare the cutting surface
wore out and had to be changed. By
comparison, two conventional diamond
bits lasted an average of 28 ft be-
fore wearing out in the same granite
formation, Sandia says. Both bit types
drilled about 4 ft/hr.

Coring bit. The pressure coring sys-
tem uses a 6l4-in. bit, which cuts a
2l4-in.-diameter core. It is fitted with
man-made diamond cutters instead of
natural diamonds used in conventional
coring bits.

Developers report that the penetra-
tion rate is about seven times faster
than natural diamond core bits tested
in the same 5,000-{t-deep dolomite-an-
hydrite formatxon near Denver City,
Tex.

Two coring runs also used a Sandia-
developed, brine-based, polymer fluid
stored in the core retriever to form
an 1/8in.-thick gelatin-like protective
film around the core as it entered the
retriever barrel,

A comparison. Although current
pressure coring methods seal a core
to maintain downhole pressure, their
relatively slower drilling rate permits
drilling mud to wash away residual
fluids, the developers say.

Studies show that the longer it takes
to cut a core, the more time drilling
mud has to wash away these fluids,
says L. E. Baker of Sandia’s drilling
technology division. Loss of the fiuids
makes it hard to know how much re-

source is in the study area, he said.
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CORING BIT, above, used with pressure cor-
ing system. Continuous chain drill bit, right,
is 4% .in. slim hole mode! designed mainly
for exploration drilting.

“This first test of the new, fast bit
and the special fluid shows that they
can make core analysis much more
accurate,” Baker said. /

“The rapid cutting speed alone
significantly reduces core washing.
When used in combination with the
protective fluid, we get a good pic-
ture of what the strata contain.”

System makeup, operation. The new
system’s bit contains fifteen 14-in.
stud mounted polycrystalline diamond
cutters (PDCs), which protrude 1/10-
in. above the bit face, compared with

diamonds on conventional coring bits.
This increased exposure permits / '
deeper cuts and faster cutting rates, about 3 gal of fluid is StOll th,
Baker said. core retfiever. As the core/ iny/
The PDCs also are sharper than the retriever, fluid is displog,/
natural diamonds, and they machine ing the core, and Cleaninglliay'
the core much like a lathe. Because the bit'in conjuncltnon withing
of the cutting speed and the bit de- mud. /
sign, a core is exposed to regular
drilling mud for only a short time
before entering the barrel and being
coated with the fluid sealant, Sandia provx'ded the'n
The noninvading coating fluid used of the system./ Dowdco 2
is hydroxyethyl cellulose polymer. it desxgn,layout and ma!
is easily distinguishable from hydro- bit, g
carbons in laboratory testing of core/ Other field/ tests ar
samples, Baker said. The fluid con- a bit slightly/ redesigns
tains calcium carbonate particies and to coatjcores mé.
which plug small holes in the core protective fluxd "
helping to prevent the protective gel Tests also will be)
from invading the core. a similar PDC bit d
In operation, once coring begins, by Sandial Tt will |

!
/
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.arl-in.-long PDC pilot bit designed to

reduce core invasion by drilling muds
ahead of the core bit.

Chain bit design. Each cutting sur-
face in the new chain bit consists of
five adjacent chain links wrapped
around a hemispherical bit head.
When the five 2} by 1l-in. links
are worn, the next five are remotely
cycled into place and drilling re-
sumed.

Each link is set with 100 diamonds
totaling about 10 carats. In the center
of every fifth link are six synthetic
diamonds which serve as the nose of
the cutting surface. These diamonds,
which protrude 0.065 in. above the sur-
face, increase bit life and penetratlon
rate, Sandia reports.

During its test, the bit contained
only 30 links—six cutting surfaces.
But commercial versions are ulti-
mately expected to have up to 75
links, or 15 cutting heads. The chain,
in that case, would be about 74 ft
long.

Its greatest advantage, Sandia says,

is expected to be the savings which
would accrue with fewer bit trips in
deep, hard rock drilling.

With the chain bit, a new cutting
surface can be cycled into place in 6
min by stopping the mud pump and
raising the bit a few feet off bottom.
This activates a spring which moves
a new cutting surface into position.

Bit cost. Commercial versions of
the chain bit are expected to cost
about $30,000 in the 434-in. size—10
times the cost of a conventional
diamond bit.

However, depending on well depth
and daily drilling costs, Sandia says,
a chain bit with 15 cutting heads
would reduce drilling costs 30-50%
even though the life of each head
were no longer than that of a con-
ventional bit.

“The added life of each cutting
surface demonstrated in the test pro-
vides an additional bonus,” says Sam
Varnado, supervisor of Sandia's drill-
ing technology division. “If this ex-
tended life continues in subsequent

tests, the new bit will be even more
competitive.”

The bit, under development by’ San-
dia since 1977, will undergo a second
field test later this year! The test will
be conducted to deterrnme bit ‘wear
and reliability more precisely and to
improve mud flow around the 'bit.

In the first test, rock chips partially
clogged nozzles in the b}it, preventing
proper cooling and cleaning of the
diamonds.

Filters are now bemgs added to the
system.

The cutting surfaces'are designed
for a uniform wear ratejunder normal
hydraulic conditions at jthe bottom .of
the hole and for a maximum load of
120 1b/diamond. l

Sandia wants to team up with an
industry partner to deyelop a larger
diameter—6% to 8l4<in.—chain bit
which would have more general uses.
Ultimately, it hopes tol transfer final
development and comimercialization
of the continuous chain drill bit to
private industry. ’

. ’ ° . . . o !
Interior details changes in onshore leasing

THE Interior Department has pro-
posed major changes in noncompeti-
tive leasing of U.S. government lands
to carry out many of the reforms
announced by Interior Sec. Cecil An-
drus June 4.

The new proposals, however don’t
include required payment of higher
rentals during the last 5 years of the
lease term if exploration hasn’t started
before the end of the fifth year. Such
a rule requires consultation with the
Department of Energy, which is now
under way.

Nor do the new proposals expand
the areas beyond present known geo-
logic structures for competitive leas-
ing. Legislation to do that is now
pending on Capitol Hill, following its
submission by the administration
Aug. 8.

In issuing the new proposals, An-
drus said, “With our increasingly se-
rious energy problem, it is vitally
important that we do everything pos-
sible to make sure that noncompeti-
tive leasing leads to exploration. We
feel our proposed changes will en-
courage exploration and eliminate
possible abuses and inefficiency in
the present noncompetitive onshore
leasing system.”

. What would be changed. Urider the
present noncompetitive leasing sys-
tem, tracts are awarded once a month
in Buredu of Land Management of-
‘tices. All applications received by the

" OIL & GAS JOURNAL — OCT. 8, 1979

filing deadline are considered to have
been submitted simultaneously. When
there is more than one application
for a given tract, the winner is chosen
by drawing—a lottery.

A major change would switch the
frequency of the drawings from
monthly to quarterly to permlt as-
sembly of larger, more desirable
tracts for exploration.

Andrus said the department’s re-
search shows that In some states
as many as 70% of existing parcels
could be combined with other parcels
which become available within a 3-
month period as opposed to about 20%
on a monthly basis.

By switching to quarterly drawings,
Andrus said, applicants could be given
an additional 10 days in which to file
their entry cards. Wirnhers of leases
could be given ah additional 15 days
in which to pay the first year's ren-
tal. Applicants now have difficulty
in meeting thé deadline under the
present system.

Another big change proposed by In-
terior would increase: the maximum
size of tracts offered for noncompeti-
tive leasing to 10,240 acres from 2,560
acres.

However, Andrus emphasnzed that
this doesn’t mean that all noncompeti-
tive leases will be that size. Many
will continue to be issued for less
than the eurrent maximum of 2,560
acres. But wherever appropriate,

larger tracts will be u;ed

Other major proposed changes in-

clude: ‘
o Only handwntten 51gnatures
would be accepted on|drawing esntry
cards. A card signed by anyone other
than the applicant must reveal the
name of the applicant;and the signer
and the relationship between them.
Only cards fully completed and signed
by the applicant or those fully com-
pleted and signed by an agent on the
applicant's behalf would be accepted
by BLM. All cards would have to be
signed within the f111ng period.

¢ Only the applicant’s personal or
business address could be used as the
return-address on the drawmg entry
card. A filing servxcelcouldnt usé its
address for a client. Agents would be
required to submit copies of all agree-
ments with their cliénts relating to
federal leasing.

e While entry, car“ds would rcon-
tinue to be used for the drawing,
the lease form would replace the
entry cards as the official lease offer
and would require the signature of
the applicant. When ithe lease is is-
sued, only the applicant could pay
the first year's rental.

- o It would be illegal for an agency
to have a prior agréement to resell
a lease. Andrus said this proposed
change would outlaw ‘kickbacks’’ to
filing services from oil companies
to middlemen, | :
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Electrical, electromagnetic, and magnetotelluric methods

S. H. Ward*

Application of electrical methods began with Robert W. Fox’s 1830 observation of self potentials associated
with copper vein deposits in Cornwall. Conrad Schlumberger introduced the direct current cqual potential line
resistivity method in 1912, Harry W. Conklin received the first patents on the electromagunetic (EM) method in

1917. From these beginnings, the history of the development of the resistivity induced-polarization (IP), mag-
netotelluric and EM methods are traced to the present time.

it is of interest to note that application of electrical methods flourished from about 1920 to 1930, but then
the methods were developed slowly until after World War Il when a major burst of development activity took
place. However, the interpretational basis of the methods remained poor until the last several years when appli-
cation of numerical techniques using computers permitted forward and inverse solutions to electrical boundary
value problems in two and three dimensions.

Field hardware gradually evolved from 1960 through 1980 to permit precise broadband [P, electromagnetic,
and magnetotelluric data acquisition with coherent detection and remote reference noise rejection, in-field
digital data processing and interpretation. The future of electrical methods is briefly sketched, with trends
largely toward better numerical interpretation schemes, more broadband applications, more sophisticated use
of in-field digital acquisition processing and interpretation schemes, and accommodation of more channels of

information.

EARLY HISTORY

The carly chronology of applications of electrical
methods of exploration has been carefully preserved
in the literature (e.g., Kelly, 1950; Kunetz, 1966;
Van Nostrand and Cook, 1966). From those preserva-
tions and others, one learns that the first attempt to
utilize electrical methods dates back to Robert W,
Fox (1830) when he observed that electrical currents,
flowing in Cornish copper mines, were the result of
chemical reactions within the vein deposits, i.e.,
self potentials. According to Kelly, *‘The first re-
corded discovery of a sulfide body by electrical
methods is to be credited to him, as the result of the
investigations which he carried out in 1835, in the
Penzance Mine of Comwall.”’

As early as 1882, Carl Barus conducted experi-
ments at the Comstock Lode, Nevada, which con-
vinced him that the method could be used to prospect
for hidden sulfide ores. To Barus goes the credit for
introducing the nonpolarizing electrode. Conrad Sch-
lumberger put the method on a commercial basis in

1912. The first plan map of self potential over a
metallic deposit was prepared by Schlumberger in
1913 and was published in 1918; it depicted the pyrite
mines at Sain-Bel, France. Roger C. Wells, of the
U.S. Geological Survey, contributed the first chemi-
cal understanding of the passive self-potential phe-
nomena in 1914, Kelly (1957) introduced the sclf-
potential method to Canada and the United States in
1924,

Fred H. Brown, in the era 1883 to 1891, and Alfred
Williams and Leo Daft in 1897, first attempted to
determine differences in earth resistivity associated
with ore deposits and were granted patenis on their
methods. In 1893, James Fisher measured the re-
sistivity of copper bearirig lodes in Michigan (Broder-
rick and Hohl, 1928). In 1900, N. S. Osborne did
equipotential wotk in the same district. The first prac-
tical approach to utilizing active electrical methods,
wherein the earth is energized via a controlled source
and the resulting artificial potentials are mcasured,
was due to Schlumberger in 1912. At that time he

*Director, Earth Science Laboratory, University of Utah Research Institute, Salt Lake City, UT 84108.
0016-8033/80/1101-1659 $03.00. ©1980 Society of Exploration Geophysicists. All rights reserved.
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introduced the dircct-current cquipotential line
method (Schlumberger, 1920).

The concept of apparent resistivity was introduced
in about 1915 by both Wenner (1912) of the U.S.
Bureau of Standards and by Schlumberger (1920).
The field techniques for apparent resistivity were then
developed by O. H. Gish and W. J. Rooney of the
Carncgie Institution of Washington and by Marcel
Schlumberger, E. G. Leonardon, E. P. Poldini, and
H. G. Doll of the Schlumberger group. Wenner used
the equal-spaced clectrode array which today bears
his name, while the Schlumberger group standarized
an electrode configuration in which potential clec-
trodes are sufficiently close together that the potential
gradient, i.c., the electric field, is measured midway
between the current clectrodes (the Schlumberger
array). .

The eartiest attempt to understand telluric currents
is generally credited to Charles Mateucci (1867) of
the Greenwich Observatory. It was not until 1934
that Conrad Schlumberger (1939, p. 272-273) made
commercial usc of the method.

According to Sumner (1976), *‘Conrad Schlum-
berger was the first to describe a polarization

_provoquée, i.c., induced polarization, in 1920 al-

though he dropped the concept in favor of the self-
potential method.”’

Harry W. Conklin, an Amcrican mining engineer,
took out basic patents on the electromagnetic (EM)
method in 1917. The first successful application of
the Sundberg EM method, the forerunner of the hori-
zontdl loop method, occurred in 1925 (Sundberg et al,
1925); hence, the beginning of the Swedish thrust in
EM prospecting which Lundberg and Sundberg
fostered. The Bieler-Watson (1931) method of mea-
suring the ellipse of magnetic field polarization in the
vicinity of a large horizontal transmitting coil ap-
peared next.

These were the foundations of the development
of the theory and application for electrical methods

of geophysical exploration. In the next decade or so,

numerous books and treatises appcared which rapidly
expanded the foundations. Most notable among these
were Ambronn (1928), Eve and Keys (1929), and
Broughton Edge and Laby (1931). The three Geo-
physical Prospecting volumes of the Transactions of
the American Institute of Mining and Metallurgical
Engineers (AIME), in 1929, 1932, and 1934, pro-
vided forums for dissemination of knowledge of
this rapidly growing field of elcctrical geophys-’
ical prospecting., These volumes were fotlowed by
Geophysics, 1940, v. 138 and Geophysics, 1945,
v. 164 of the Transactions of AIME. The Socicty of

Exploration Geophysicists published six papers on
clectrical methods in Early Geophysical Papers. Most
of these papers dealt with oil and gas exploration. The
first paper on electrical methods to appear in GEO-
PHYSICS (v. 1) was by Statham (1936). From thcse
beginnings, the electrical methods slowly developed,
with most of the development taking place after World
War 1. Highlights of thesc developments follow.

THE RESISTIVITY METHOD

The theoretical basis for the electrical resistivity
method became more firmly grounded with the for-
ward solutions developed for horizontally laycred
earths by Stefanesco et al (1930), and others. This
work culminated in the publication of an album of
curves for the Schlumberger array (Compagnie
General de Geophysique, 1955) and for the Wenner
array by Mooney and Wetzel (1956). Until recently,
matching of observed and theoretical curves using
such albums was the standard method of interpreting
resistivity data over horizontally layered earths. Roy
and Apparao (1971) and Madden (1971) demon-
strated, respectively, the depth of exploration for
various clectrode arrays and the resolving power of
resistivity sounding for thin conductive and thin
resistive beds.

Langer (1933) and Slichter (1933) were the first to
develop formulation of the inverse problem in re-
sistivity sounding of horizontally layered structures.
Koefoed (1968) and Ghosh (1971) did much to make
inversion practical. Zohdy (1975) developed a
method of direct interpretation with which he ob-
tained good results. However, none of the above
investigations used the method of the generalized
inverse introduced by Backus and Gilbert (1967).
Inman et al (1973) introduced the use of the latter
methed to resistivity sounding, demonstrating that it
was the most powerful technique for estimating
parameters of a layered carth and for describing the
nonuniqueness of the inverse solutions. Vozoff and
Jupp (1975), Petrick et al (1977), and others used
simultaneous inversion of resistivity and other data
sets.

Tagg (1930) computed apparent resistivity curves
for Wenner array resistivity profiles across a vertical
fault. Logn (1954) developed cxpressions for the
apparent resistivity over thin vertical sheets. Lund-
berg and Zuschlag (1931) computed potential-drop
ratio curves over a vertical fault and a vertical dike.
Many other workers pursued these initial leads. The
dipping-bed problem in electrical geophysical appli-
cations was first solved by Skal'skaya (1948), and
her work was extended by many others. Frank and
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von Mises (1935) gave the exact solution for the
potential due to a point current electrode over a hori-
zontal buried cylinder. Van Nostrand and Cook
(1966) presented an excellent summary of 1-, 2-, and
3-D models available for interpretation of resistivity
data to that time.

In recent years, the development of practically
realizable numerical methods, (e.g., the finite-
difference, finite-clement, transmission-line, and
integral equation methods) has permitted the compu-
tation of sounding-profiling results for any electrode
configuration over 2-D inhomogeneities of arbitrary
shape. Madden (1972) introduced the transmission-
line method, Jepsen (1969) the finite-difference
method, and Coggon (1971), the finite-element
method, while Snyder (1976) introduced the integral-
equation method.

The inversion of 2-D resistivity data is in its in-
fancy. Pelton et al (1978) developed an approach to
inversion of 2-D dipole-dipole resistivity and (P data,
using the transmission surface method, which relied
upon storage in a computer of a data bank of forward
solutions. Tripp et al (1979), following a suggestion
by Madden (1972), utilized Telegen’s theorem and
the transmission surface analogy to produce a true
ridge regression generalized inverse solution for the
dipole-dipole array over a 2-D earth structure.

Petrowsky (1928) first studied the potential dis-
tribution at the surface of the earth due to a buried
electrically polarized sphere. Stefanesco (1950)
first presented the very interesting and powerful alpha
center approach to 3-D modeling of resistivity data.
Cook and Van Nostrand (1954) calculated a wide
variety of resistivity curves over and near filled sinks,
appropriate to the Lee and Wenner arrays. Seigel
(1959) presented the response of a polarizable sphere
in a half-space. The first 3-D numerical solution was
presented by Hohmann (1975) in a GEOPHYSICS
paper which received a Best Paper award. Pridmore
(1978) used the finite-element method to calculate
apparent resistivities over a complex 3-D earth. Dey
and Morrison (1979) used the finite-difference method
to calculate apparent resistivity distributions for the
dipole-dipole array over 3-D inhomogeneities.

If in the Schlumberger array the current electrodes
are far apart, and the potential electrodes are moved
in-line between the current electrodes, then the grad-
ient array is achieved. The pole-dipole and dipole-
dipole arrays seem to have been promulgated by
Madden and his students, but they have their roots in
the Eltran array (West, 1940). The vector bipole-
dipole array (e.g., Doicin, 1976) has achieved
prominence in recent years, but it has yet to prove its
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value. The Lee, potential-drop ratio, equipotential
line, and Wenner arrays have not survived the test of
time. Van Nostrand and Cook (1966) provided an
extensive coverage of resistivity arrays.

Edwards (1974) provided the basis for the mag-
metometric method of mapping resistivity. This
technique is intended for deeper exploration than
conventional resistivity methods because it relies
upon measurement of magnetic field rather than
electric field.

The Schlumberger and Wenner arrays are fre-
quently referred to as dc resistivity methods. At
various early times, dc and ac sources such as
batteries and the commutated Megger have been
used. In more recent years rcliance has been placed
on low-frequency (10~ 2 to 102 Hz) generators. In the
last decade, these generators have provided syn-
chronized signals at the receiver either by (1) wave
form recognition, (2) hard-wire link, or (3) syn-
chronized clock link. Also in the last decade, digi-
tal receivers in the field have facilitated various
frequency or time-domain procedures for data
processing such as stacking, noise rejection, and
band-pass filtering (e.g., Sumner, 1976). Current
technojogy, via in-field microprocessors and a
time reference between transmitter and receiver,
permits processing, plotting, and interpretation of
data in the field.

THE INDUCED-POLARIZATION METHOD

Subsequent to Schlumberger’s (1920) discovery
of the IP method, the next record of its study is
attributed to Dakhnov (1941). Seigel (1949) provided
the first proof that the method could detect dis-
seminated sulfides. Bleil (1953) was sufficiently en-
couraged by Seigel’s work to publish his own work.
Madden and his students put the method on a sound
phenomenological and interpretatiopal basis through
a series of publications (e.g., Hallgf, 1957;-Marshall
and Madden, 1959). Angoran and Madden (1977)
summarized the history of our upderstand_ing of IP
phenomenology and made important contributions of
their own. Commercial application of the method
rapidly developed in the decade 1950 to 1960.

As equipment evolved to provide coherent detec-
tion over a broad spectrum, either in the time or fre-
quency domain, routine collection of 1P data as a
function of 'freduency or time delay became practical
(e.g., Van Voorhis et al, 1973). Broadband IP
measurements permit recognition of the deleterious
EM coupling effect and can aid in its removal. Min-
eral discrimination by broadband IP surveys is an
elusive but much desired current goal of 1P surveys.
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Grounded structures such as fences and pipelines
constitute a major source of noise in many IP surveys
and can be dealt with by calculation in some in-
stances (Nelson, 1977). '
Interpretation of IP survey data in terms of 2-D
earth structures is now routine (Coggon, 1971;
Madden, 1971). Hohmann (1975) introduced a 3-D
algorithm. Electromagnetic coupling has been com-
puted over a homogeneous earth by Millet (1967)
and over a layered earth by Hohmann (1973). Mag-
netic induced polarization (Seigel, 1974) offers a
promise of better detection of polarizable bodies
beneath very conductive overburden. Research on
nonlinear IP phenomena was initiated by Shaub
(1965) and Ryss et al (1967), but no commercial
application of this method of mineral discrimination
is evident yet. The text by Sumner (1976) contains a
comprehensive list of references on the IP method.

THE MAGNETOTELLURIC METHOD

The magnetotelluric (MT) method is generally
attributed to Tichonov (1950) and Cagniard (1953),
with most of the credit going to Cagniard. However,
Fournier et al (1963) noted that the roots of the method
actually extend back to the work of Van Bemmelen
(1908). Wait (1954) used the transmission line
analogy to produce a compact form of the impedance
of a layered earth to an incident plane wave. While
these early workers treated the earth as a homo-
geneous or horizontally plane layered isotropic
medium, Cantwell (1960) recognized the importance
of resistivity anisotropy or two-dimensionality and
hence introduced the notion of an impedance tensor
which permitted determination of apparent resistivity
as a function of angular orientation. He rotated his
observed data into directions of maximum and mini-
mum apparent resistivities. There followed many
applications of the MT method in either scalar
(Cagniard) or tensor form (Sims et al, 1971).
Vozoff (1972) gave an excellent summary of the
processing of tensor MT. data and of the earth re-
sponse functions which can be derived from them.
While the tensor MT method recognizes anisotropy
and/or two-dimensionality in earth structure, its
routine application has been in terms of 1-D, i.c.,
plane, horizontally layered earths. That this approach
is erroneous in general application has been clearly
demonstrated by Wannamaker (1980, personal
communication); in fact, he establishes that even a
2-D model is inadequate and that a 3-D model is
usually required. This then requires the use of a 3-D
modeling algorithm such as that of Ting and Hohmann

. (1980). Where the earth is 1- or 2-D, available for-

ward and inverse algorithms can be applied (e.g.,
Petrick et al, 1977; Jupp and Vozoff, 1977). Im-
provement of signal-to-noisc ratio is made possible
by the innovative remote reference method of
Gamble et al (1979).

THE ELECTROMAGNETIC METHOD

Development of the electromagnetic’(EM) method
was largely dormant in the interval 1930 to 1950,
with notable exceptions being some scale-model
results by Slichter (1932), Bruckshaw (1936), and
Hedstrom (1940) and some theoretical and ficld work
described in Slichter (1932). However, u-flurry of
significant developments occurred in the next 30
years, initiated by the enormous creative theoretical
works of J. R. Wait (e.g., 1951, 1953, 1955, 1958)
and the equipment development and field applica-
tions of the staff of McPhar Engineering Co. (e.g.,
Ward, 1952; Ward and Harvey, 1954; Ward, 1957,
Ward et al, 1958). It was during 1950 to 1960 that
the first broadband ground EM system, the first air-
borne EM system, the first drillhole EM system,
ground Afmag, and airborne Afmag were developed
by McPhar engineers, G. H. McLaughlin, W. O.
Cartier, H. A. Harvey, and W. A. Robinson.
McLaughlin later went on to develop the time-
domain PEM system now manufactured by Crone
Geophysics (Crone, 1979) and the EMP time-domain
system now used by Newmont Mining Co. (Nabigh-
ian, 1977). Articles by Tornquist (1958), Paterson
(1961), Barringer (1962), Fraser (1972), Seigel and
Pitcher (1978), and Becker (1979) trace the evolu-
tion of thc airborne EM method to digital recording,
automatic-interpretation, and continuous apparent
resistivity estimates.

A great many ground EM systems, both time
domain and frequency domain, have evolved in the
years between 1950 and 1980, and these were re-
viewed by Ward (1979). The trend is toward broad-
band systems employing coherent detection and
microprocessor tcchnology. These systems attempt
to solve the problems encountered by the EM method
when faced with a real carth consisting of overburden,
host rock, surface topography, buried topography,
disseminated and massive sulfides, and graphite.

Attempts to design an optimum waveform have
been made by Lamontagne and West (1976). Won
(1980) performed laboratory experiments with a
sweep frequency generator.

Over the years, scaled physical modeling has been
used to devclop interpretation schemes, utilizing
metallic sheets to simulate thin ore veins, metallic
spheres to simulate equidimensional ore deposits,
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or slabs of carbon/graphite to represent tabular base
inctal deposits. The varicty of geometries of such
models is great. Until about 10 ycars ago, the carth
was modelcd by placing sheets, spheres, or slabs in
air and totally ignoring all other elements of the real
carth. That application of the EM mecthod was

successful when using such crude models for

interpretation is surprising.

Analytical solutions for a varicty of simple earth
models arc available. These include: electric or
magnetic dipoles over a homogeneous carth (Wait,
1953, 1955); electric or magnetic dipoles over a
layercd earth (Wait, 1958); a uniform alternating
magnetic field incident upon a sphere or cylinder in
frece space (Wait, 1951); magnetic dipoles near a
spherical body in free space (Nabighian, 1971); and
magnetic dipoles near a sphere in a conductive half-
space (Singh, 1973).

In recent years solutions have been found to pre-
viously intractable EM boundary value problems
(e.g., Coggon, 1971; Swift, 1971; Hohmann, 1975;
Lajoie and West, 1976; Stoyer and Greenfield, 1976;
and Pridmore, 1978). The earliest of these articles
dealt with 2-D inhomogeneities in the fields of line
sources; this is a true 2-D problem. The article by
Stoyer and Greenfield (1976) describes a 2-D in-
homogeneity in the ficld of a 3-D source (the 2-D/
3-D problem) while the articles by Hohmann (1975),

* Lajoie and West (1976), and Pridmore (1978) de-

scribed a 3-D inhomogeneity in the field of a 3-D
source (the full 3-D problem). Petrick et al (1979)
developed a 3-D inversion scheme based on Ste-
fanesco’s alpha center concept.

While numerous algorithms exist for the inversion
of resistivity and MT data in terms of a layered earth,
such is not the case for active source EM methods.
The paper of Glenn et al (1973) was the first of only
five papers published on the subject at the time of
writing.

THE SELF-POTENTIAL METHOD

An in-depth understanding of the sclf-potential
method was first presented by Sato and Mooney
(1960); Nourbehecht (1963) made the next major
contribution in this direction. Corwin and Haover
(1978) dcmonstrated that very low noise levels can
be obtained in self-potential surveys provided care is
excrcised in preparing electrodes. Some modeling
with various source mechanisms has been done (c.g.,
Nourbehecht, 1963; Corwin and Hoover, 1978), but
this activity is only now emerging. Morgan et al
(1979) performed laboratory experiments designed
to elucidate streaming potentials thought to be the

cause of scif-potential anomalics observed over geo-
thermal systems.

THE FUTURE

The direction for the futurc of electrical mcthods
would appear to focus on six main issues:

(1) Increased application of 2- and 3-D forward
and inverse solutions applicable to resistivity, 1P,
self-potential, EM, and magnetotclluric methods;

(2) increascd application of broadband IP and
EM methods to permit identification of various
members of the typically complex geoelectric
scction and to permit elimination of geologic
noise;

(3) increased use of in-field microprocessors for
acquisition processing and interpretation of field
data to permit quicker exploration decisions and
adjustment of survey design;

(4) devclopment of optimum schemes for en-
enhancement of signal-to-noise ratio, such as use
of a remote reference;

(5) facility in-ficld hardware for accommodating
data from multiple sensors; and

(6) a resurgence of use of electrical methods in
oil field and uranium exploration.

Some of the more ‘difficult interpretation prob-
lems facing electrical methods are now yielding to
solution; thus, more use of the methods is to be ex-
pected for all commodities. Microprocessors in the
field will continue to allow electrical methods to be
cost competitive vis-4-vis other gcophysical methods.
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ABSTRACT

- The automatic interpretation of appar-
ent resistivity curves from horizontally
layeréd earth wmodels is carried out by the
curve-fitting method Iin three steps: (1)
the observed VES data are interpolated at
equidistant points of electrode separations
on the logarithmic scale by using the cubic
spline function, (2) the layer parameters
which are resistivities and depths are pre-
dicted from the sampled apparent resistiv-
ity values by SALS system program and (3)
the theoretical VES curves from the models.
are calculated by the GChosh's linear filter
method using the Zhody's computer program.

Two soundings taken over Takenoyu geo-
thermal area were chosen to test the proce-
dures of the automatic intexpretation. ’

INTRODUCTION
The interpretation of the field data -

obtained in a geothermal area is done by
the frame works as shown in figure 1.

rObserved VES curves ]

———{Topogrophic correction

Protiling at | Plotting of RM curves |

Schlumberger
AB!2 spacing
l Layerd earth' I fcuTtsH Resistivity layer
section
r— Aol
9. — 500 map J
% — 700 map Interpretation of Calculation of
%.—1000map VES curves by S.T.A
%.—1500 map Curve matching l
U S o ___ Estimation for
r i U lreservoir ’
t [} [ SS— -
N [1nitiat modet. '
i '
' 1
! t
: Calculation of |
' theoretical VES !
' curve : ¢, i
! '
' [
' I
] i
: adjust model i
' ]
) '
Lreccccccmce e ccmm————— 4

Flow sheet for interpretation works
of VES curves in a geothermal area

Fig.1

Japan

For the quahtitative interpretation
of VES curves, a complete curve matching
method may be used on the condition that
the subsurface of the surveyed area 1is a
horizontally layered structure. For this
purpose, several albums of standard graphs
have been published by many authors, CGG
(1955) and EAEG (1969).

In case of failure of obtaining a fit
by these standard curves, the interpreter
can obtain his own curve by using one of
the computer programs for calculating the-
oretical VES curves which have been coded
by Argelo (1967), Onodera (1969), Zhody (
1974) and_ the author (1978).

However, a direct interpretation of
VES curve is prefered, as a trial and er-
ror process is not only time consuming but
unreliable. The methods of direct inter-
pretation also have been investigated by
many authors, Ghosh (1971), Marsden (1973)
» Inman (1973, 1975), Zhody (1975) ,Koefoed
(1976), Bichara (1976) and Johansen(l1977)..

These investigations are refered to
as the direct interpretation, the automat—
ic interpretation and resistivity inver-
'sion and will be classified into two groups
, that is, the interpretation in the kernel
function domain and the apparent resistiv-
ity domain.

. In the present paper, the automatic
interpretation of Schlumberger resistivicty
‘soundings is done by the curve-fitting
method in three steps: (1) the observed

VES data are interpolated at equidistant
points of elec¢trode separations (1n(10)/6=
0.38) on the logarithmic scale by the cubic
spline function, (2) the layer parameters

which are resistivities and depths are es-

timated from SALS (Statistical Analysis
with Least-Squares Fitting) system progranm
developed by Nakagawa and Oyanagi (1980)
and (3) the theoretical VES curves from
horizontally layered models are calculated
by the Ghosh's linear filter method using
the Zhody's computer program.

The practical applications to the
field data obtained over Takenoyu geother-
mal area are given.

FUNDAMENTAL RELATION

The apparent resistivity for a hori-
zontally layered earth_is given by
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stefanesco (1930) as
Sa = 5 {4+2sf KO TaDAR (D)
&

uhere J1(As) = Bessel function of first
kind, K(}X) = Kernel function, determined
by resistivitices and depihs of layers.

In a ficld determination of apparent
vresistivity(fig. 2), the current, 1, flow-
ing betwecen two electrodes, A and B; the
difference in potential, V, hetween two
measuring elcctrodes, M and N, and the dis-
tances bhetween the electrodes, L and 1 are
measurcd.

—i—

L

Fig. 2 Schlumberger array

Thus the following cquation applies
for the Schlumberger array used in meas-
uring carth resistivity:

L -0 Vv
$a = 27 X 2

CURVE-FITTING

The least square statement of the
problem of automatic intcrpretation in the
apparent resistivity domain is

S = 5:.. { ﬂf(s’;\——"ai(i;\‘]*nW(g)
&t

wherc fat= theoretical and f$af = fiecld ap-
parent resistivities.

On the other hand, the interpretation
in the kerncel function domain, Ghosh's
linear filter method was used to obtain the
resistivity transform from the intcrpolated
apparcnt resistivity curve. According to
Chosh(1971), the statement of the digitized
convolution would be

s. -
Ta = 2 Qi -Re-j (R=0,4,2,20) (4)
" * .

An explicit expression of the resist-
ivity transform is obtaincd from the rela-
tion to the kernel function by

T (M) =m{1+2r(D]

Thus the least square statement of the
problem in the kernel function domain is

s = %{Tfﬂi)"rt("”'lz= minimum (6)

As eq.(6) is the same form as eq.(3), then

the problems can be solved in the same way.
Gencrally, if we wish the least

squares solution to the system of equations

Ax =y - (7) -

where there are more equations thnntuh-
knowns, we multiply both sides by A°, aund
then solve the resulting normal cquation

(A" A ) x = At y (8)
and the solution is '
x = (A A ) At y) ()
t
where A = Yacob% n matrix, A~ = transposec

matrix and ( )Y' = inverse matrix.

In the problem of the automatic inter-
pretation of VES curves, it is necessary
to fit an expression with a nonlinear for-
mula. The nonlinear equation is solved by
a particular iteration scheme.

Starting from the rough estimate for
the layer parameters, the solution will be
refined. Once laycr parameters are dcter-
mined, we have a ncw cstimate for the
layer parameters )

Xj = X5+  8Xj (10)

COMPARISON OF TIUE HEfHODS

The prohlem of the automatic inter-
pretation may be solved for both domains
of the apparent resistivity and the kerncl.
For the numerical techniques for solving
the non-linear least square problems,
Causs-Ncwton and Marquardt methods will be
uscd. The numerical values from these’

four different approaches are shown
in table 1. The table 1 indicates that
there are no large differences between
Causs-Newton and Marquardt methods in the
results. However, a comparison of the ap-
parent resistivity domain with the kernel
function domain show that significant dif-
fercnces arc in the estimated parameters
and the parameter standard deviations.
This rcason is considered that the error
produced in the transformation of the ap-
parent resistivity to the kernel have an
influencec upon the interpretation process.

Neverthless, the interprctation in
the kernel domain should be further stud-
ied as it has the following advantages:
(1) calculation of theoretical resistivity
transform values and the partial deriva-
tives of the kernel with respecct to the
parameters are not so difficult, (2) esti-
mation.of the initial guess is relatively
casy because the resistivity transform is
a very good reflector of the apparent re-
sistivity curve: T (0) = p1, T (=) = pn 3
and (3) calculation of VES curve is not
necessary during the repeating process,
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Table 1. Automatic intecrprotation for the Schlumberger VES at C-8

#mset piodel parameters and Standard deviations stees

Initial Apparent Resistivity NDomain Kerncl Function Domain
Guess GAUSS-NEWTON FARQUARDT GAUSS-NEWTON MARQUARDT
Py = 250 228.1 + 18.7(B.22) | 228.1 + 18.7(8.2%) 236.3 + 51.6(21.8%) }236.4 + 51.9(22.01)
Py = 50 67.4 + 6.1(9.1%) 67.4 & 6.1(9.1%) 71.7 & 48.5(67.6%) 71.9 % 48.6(67.6%)
Py = 2 1.8 + 0.3(16.7%) 1.8 £ 0.3(16.7%) 1.9 &£ 3.3(173.7%) 1.9 & 3.3(173.7%)
P = 25 32.9 &+ 4.5(13.7%)] 32.9 ¢ 4.5(13.7%) 30.2 # 5.9(19:53) 30.2 + 5.8(19.2%)
hy = § 4.4 + 0.6(13.6%) 4.4 + 0.6(13.63) 4.3 + 4.0(93.0%) 4.3 + 4.0(93.0%)
hy = 30 33.2 + 1.5(4.5%) 33.2 # 1.5(4.5%) 29.5 # 15.7(53.2%) 29.4 + 15.6(53.1%)
hy = 250 293.6 + 49.9(17.0%)]293.6 # 49.9(17.0%) | 271.2 + 529.(195.1%)|272.5 4 527.(193.4%)
RSS 8.3571 8.3570 1.9016 1.9010
s 0.7464 0.7464 0.3561 0.3560
AIC 60.709 60.708 28.139 28.133
BIC 31.7¢68 31.768 9.2385 9.2339
CPT(s) 8.8200 9.2200 5.9700 5.2200
Apparent Resistivity Domain ‘Kernel Function Domain
0. AB/2 P CAUSS MARQT RE NO. 1/2 T(A) CAUSS HARQT RE
1 3.15 240.0 218.9 218.9 '-0.085 1 3.3075 219.2 218.6 218.6 -0.003 .
2 4.62 199.9 205.1 205.1 0.026 2 4_B548 196.0 197.5 197.4 0.008 g
J 6.79 165.0 176.8 176.8 0.072 3 7.1258 173.8 171.7 171.7 -0.012 !
4 9.96 135.0 136.8 136.8 0.013 4 10.459 143.1 146.6 146.6 0.024
s 14.62 110.0 99.53. 99.53 -0.0953 b3 15.352 129.7 123.9 123.9 -0.045
6 21.46 71.20 75.75 75.75 0.065% 6 22.534 98.06 102.2 102.2 0.042
7 31.50 70.70 61.16 61.16 ~0.135 7 33.075 83.99 80.46 80.49 -0.042 }
8 46.24 43.60 45.23 45.2)3 0.0137 8 48.548 57.93 60.33 60.35 0.041 !
9 67.86 25.30 25.90 25.90 0.024 9 71.257 45.52 ° 43.69 43.71 -0.040
10 99.61 10.10 10.44 10.44 0.034 10 104.59 29.95 31.12 31.1) 0.039
)1 146.2 3.70 3.52 3.52 -0.049 11 153.52 22.90 22.14 22.15 -0.033 :
12 214.6 2.57 2.34 2.34 ~-0.089 12 225.34 15.73 16.03 16.04 0.019 Z
13 315.0 2.46 2.73 2.72 0.110 13 330.75 12.57 12.11 12.11 -0.037
14 L62.4 3.351 3.33 3.33 -0.051 14 485.48 9.61 9.86 9.86 0.026
15 678.6 4.61 4.37 4.37 -0.052 15 712.57 9.14 8.93 8.93 ~0.023
16 996.1 5.78 5.98 5.98 0.035 16 1045.9 8.77 9.06 9.06 0.033
17 1462.1 8.22 8.12 8.12 -0.012 17 1535.2 10.17 10.08 10.08 -0.009
18 2146.1 10.50 10.79 10.79 0.028 18 2253.¢4 11.53 11.83 11.82 0.026
19 3150.0 14.00 13.97 13.97 ~0.002 19 3307.5 14.32 14.09 16.99 ~0.016 ;
20 4623.6 17.50 17.52 17:52 0.001 20 6854.8 172.32 16.66 16.66 ~-0.038
21 6786 .4 21.00 21.18 21.18 0.009 21 7125.7 19.19 19.26 19.27 0.004
22 9961.1 25.00 24.62 24.62 -0.015 22 10459.2 21.26 21.68 21.70 0.020

FIELD EXAMPLES

Two field curves (C-7 and C-8) will be
analyzed. The data were ,taken at Takenoyu
geothermal area, Kumamoto prefecture in
Japan. The interprctation results are
shown in figures 3 and 4, respectively.
Drill hole information is given for the
sounding at C-7. The electrical resistiv-
ity section at C-7 from the interpretation
show a good correlation to the drill hole

geologic section GSR-3 as shown in figure
-5 .

In Takenoyu geothermal field, hot
water mixtures is from Hohi volcanics
(pyroxene andesite). Therefore, detailed
knowledges of the depth to this horizon
and its resistivity value are important in
determining the location of drill site for
a geothermal steam production.

The two soundings will be reinter-
preted by using the drill hole data.
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Abstract

This memo provides a statement of the goals, technical
approach and status of "A Study of the Characterization and
Elimination of Cultural Noise in EM Surveys", Department of Energy
Contract #DE-FC07-791D12041. A final report will be available
in January 1981.



1 Introduction

To search for deeply buried, geothermal resources by electromagnetic
methods, interest must be directed to the very low frequency part of the
survey data and surveys must be conducted over larger areas. Small signal
amplitudes are to be expected and significant interference from cultural
noise sources can be anticipated.

The first part of the work underway at EMA is the characterization of the
cultural noise re-radiated by:

) Overhead lines (power and telephone)
) Fences
) Railroad tracks
Buried cables (power and telephone)
Buried pipelines
) Well casings

DDA W —

Both transient and CW excitation of these conductors are considered.
Predictions are made of both horizontal and vertical components of the re-
radiated field at reasonable observer locations on the earth's surface. These
noise predictions are then compared to signals expected from deeply buried
conductors.

The second part of the work is to examine ways in which the cultural noise
could be eliminated from the data, either by data reduction techniques or by
additional measurements.

The work is about 40% complete at present. It is to be completed in
December 1980 and a final report issued in January 1981.

IT Technical Approach

Initially a literature search was undertaken to identify recent publications
of related information. Forty-two titles were identified. In this effort we
were assisted by Dr. G. V. Keller of the Colorado school of mines.

We selected the time domain EM (TDEM) technique (including EM60 and UTEM)
as the most promising approach to finding deeply buried Geothermal targets.
Most of our analysis shall be concerned with predicting the cultural noise
exhibited in TDEM type measurements. The frequency range of interest was
selected to be 0.01 to 10KHz which is consistent with the assumption that we
are searching for deeply buried targets.
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Five aspects of the problen have to be addressed:

1} predicting the fields produced by transmitting antenna.

2) predicting the currents ‘induced on cultural conductors

3) opredicting ‘the fields re-radiated by the cultural conductors

4) determining methods of noise removal by data analysis

5) determ1n1ng meéthods of noise removal by additional measurements

. We have pre11m1nary results on the first three probiem areas and those.
will be discussed in the following sections.

II1 Fields Produced by Transmitting Antennas

Three antennas have been chosen for study; a small horizontal Toop, which -
is called a Vertical Magnetic Dipole (VMD). A small horizontal electric dipole
(HED) and a horizontal electric d1po1e of finite Tength grounded on each end.
For each of these antennas we require the electric and magnetic fields above
‘the surface of a homogeneous conducting halfspace and the horizontal electric
field be]ow the surface of the conductor. The fields above ‘the surface are
neéded as reference fields, and they are ‘also needed as the drive fields for
the above ground cultural conductors Below the ground the horizontal electric
field is used as the drive field for pipeline and power cable conductors.

To address the expected return from a deeply buried target we are also
computing the surface fields for a two layered media where the second layer is
more conducting and is located at 5KM below the surface. Figure 1 shows the
formulas that we presently use in these predictions. Fiélds at points on or
above the surface are obtained ffom image thedéry which havée been shown to
agree well with exact solutions. Fields below the surface are estimated by
attenuating the horizontal components of the field at the surface by skin
depth formulas,

IV Excitation of Cultural Scaterers

A1l of the cultural scatterers of interest are modeled using transmission
line theory (Figure 2). In both power lines and fence calculations there is
a 501121mpedance parameter that must be eva]uated This parametér is defined
to be

u 05011

5011 = E200). (amy f 0 (iZes - o) exp(-2h/uguo  oo)du

1 Bannister, Peter P. "Summary of Image Theory Expre -sions for the Quase
Station Fields of Antennas at or Above the Earth's Surface". Proceeding
of the IEEE Vol. 67, No. 7, July 1979, pp. 1001-1008,

2 Carson, John R. "Wave Propagation on Overhead Wires with Ground Return"
Bell System Technical Journal 1926 No. 5, pp: 539 - 554,
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Numerical 1ntegrat1on of this formula reveals that at Tow frequencies
both the real and imaginary parts are nearly directly proportional to frequency.
At high freque??ées both the real and imaginary parts are equa] and proportional
to (frequency) We are using a simpie fit to these curves in dur talculations.

2501} = A({r-m ) + 38 /r}m

- where A and B aré independent of soil conduct1v1ty and wR‘and wy are inversely
proport10na1 to 5071 conductivity.

Once the currents are computed thé re-radiated fields at the observer
Tocation are calculated assuming that the cultural scatterer is a line source.
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INTRODUCTION

Analysis of geothermal exploration case histories from about a dozen countries
shows that electrical resistivity is a most powerful geophysical exploration technique
for geothermal resources (Meidav and Banwell, 1972, in press).

Electrical resistivity techniques measure the specific resistance of rocks of any
depth to the flow of electricity. The resistivity of water-saturated rocks depends
upon the rock temperature, salinity of the saturating fluid, clay content, formation
factor, and steam or gas content.

The resistivity in geothermal areas is usually lower than the resistivity in the
surrounding non-thermal areas, because most of the above factors tend to work
together to reduce the resistivity of geothermal reservoirs. The resistivity contrast
between hot, water-saturated rocks within the geothermal area and the colder
surrounding rocks may be as great as 1:100 but is often of the order of 1:5 (Meidav
and Banwell, 1972). Because of that great contrast in electrical properties be-
tween hot rocks and the colder surrounding area, electrical resistivity techniques

have proven invaluable in geothermal exploration (cf. for example Banwell and
MacDonald, 1965; Meidav, 1970; Kellzr, 1970).

The resistivity of vapor-dominated reservoirs can be higher than that of
surrounding rocks, thus creating an important exception to the above rule.

In liquid-dominated systems, the relationship between the resistivity of the
rock, the salinity of the saturating fluid, the formation factor and the temperature
are graphically shown in Figure 1. It is seen that by measuring the resistivity on
the earth's surface (labelled "Rock Resistivity"), by estimating the formation factor
of the rocks it is possible to either estimate the temperature of the reservoir fluids
(if the salinity is known) or to estimate the salinity, if the temperature at depth
can be approximated.
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Figure 1. A nomogram for relating resistivity, which is measurable on the earth's
surface , to temperature or salinity of the rocks at depth.

1. RECONNAISSANCE RESISTIVITY TECHNIQUES

A, THE ROVING DIPOLE TECHNIQUE

The roving dipole technique is designed to facilitate rapid reconnaissance
of large areas, in order to select specific targets.for detailed investigation.
The advantage of this technique is that it is lower in cost per unit areq,

is faster than other methods, and does not require straight survey lines,
making it especially useful in rugged terrain. The shortcoming of the
method is that it only provides a general evaluation of the areas surveyed

TEMPERATURE, FAHRENHEIT
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Figure 2 is a map showing the resistivity contours derived from
illuminating a geothermal area in .Indonesia from two different
locations.  Although in agreement generally, the difference
between the two sets of contours reflects the difference in
effective probing depth at each receiver station relative to
sources A and B,
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Figure 2. Roving dipole survey, Indonesia, using two different transmitter
locations (A and B). The low resistivity areas coincide with the location

of surface thermal features (fumaroles).
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The interpretation of roving dipole data is facilitated through the
preparation of electrical conductance maps. At large transmitter-
receiver distances, in areas underlain by a very resistive basement,
conductance maps are not affected as much by the distance factor
as are the resistivity maps. Figure 3 schematically shows the
electrical conductance profiles that would be obatined over two
common geological situations. It should be noted that at short
distances the apparent conductance Cq is not equal to the true
conductance because at short transmitter-receiver distances, the
physical condition for establishing conductance (i.e., a large
distance from the source compared with depth to the basement)

is not fulfilled, However, by multiple-illumination, i.e. by
roving across the area in more than one direction, it is possible

to establish the correct conductance value of the area.

Moreover, multiple coverage permits some preliminary three-
dimensional determination of conductivity and thickness components
of the area under investigation.

Roving dipole techniques also permit the execution of detailed
depth soundings in the vicinity of each of the widely separated
current electrodes.  Such soundings may be referred to as monopole
soundings. They provide very smooth data, when no lateral
discontinuities exist.
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layered earth, where the middle layer is the most conductive one. Note that ot
short distances, the apparent conductance (broken line) is different from the true
conductance (solid line)
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B. CONSTANT DEPTH PROFILING

This technique also provides a rapid reconnaissance of large areas.
Its advantage, as with the roving dipole method, lies in speed.
Its major disadvantage lies in the need to carry the transmitter to
the center of the station to be explored, which might be logistically
difficult in some cases.
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Figure 4. Apparent resistivity map for a 2,000' constant depth profiling of the
Imperial Valley, California. Note the regional resistivity gradient upon
which the various geothermal fields, partly discovered through this resistivity
survey, are superimposed.
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2, SEMI-DETAILING TECHNIQUES

DIPOLE-DIPOLE PROFILING

The dipole-dipole technique has been extensively utilized in mineral
exploration, and recently in geothermal exploration. The advantage of
the dipole-dipole technique is that it provides a resistivity cross-section
in line of the dipole~dipole profile. It has been successfully employed
by the U. N. in Kenya in delimiting the boundaries of a geothermal field,
as well as the location of a major fault running through that field.

The dipole-dipole technique may be regarded as a semi-detailing technique.
It is slower than the roving dipole technique, but provides greater detail
along the profile. This technique requires reasonably straight lines to

be run. It may be used to advantage to obtain finer details of anomalies
detected by any of the reconnaissance techniques, or, if funds permit,

as both the reconnaissance as well as detailing technique. However,

depth computations from dipole-dipole data must be evaluated with some
caution, because the very shallow resistivity distributions (at depths less
than 1.4n), which greatly affect the rest of the deeper data are not
normally available.

3. DETAILING TECHNIQUES

SCHLUMBERGER DEPTH SOUNDINGS

The Schlumberger depth sounding technique has been employed successfully
for detailed determination of layering in terms of electrical resistivity of
earth strata to a great depth (cf. for example, Meidav and Furgerson, 1972),
This technique is the most proven of the various depth sounding techniques,
with a very large repertoire of experience for interpretation of the data.
The technique is used to resolve some of the finer details of the geologic
structure of the area. A survey utilizing the Schlumberger depth soundings
exclusively has been conducted across the Imperial Valley of California
(Meidav, 1970). Three of the residual resistivity lows have been drilled
after the conclusion of that survey, confirming the relationship between
resistivity lows and temperature highs. Figure 5 shows the resistivity
cross-section which was derived from the Schlumberger depth soundings.

We predict that the Brawley resistivity low will prove the existence of a
significant geothermal reservoir when drilled eventually.
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Introduction

The resistivity method was among the first of those used by early
geophysicists. Electrical current could be made to flow through the ground,
and the earth-forming materials had varying specific resistivity values.
Initially, the potential equations could be solved for only a few simple
geometries; as mathematical physics became more sophisticated, the
forward problem was solved for-more complex earth geometries. In
recent years, iterative techniques using high-speed digital computers,
with large storage capabilities, have given approximate solutions to even
more problems. ‘

Except for a few experimental programs, quantitative interpretations
for resistivity field surveys are still obtained only by '"curve-matching"
techniques. These solutions are largely limited to field surveys in which
the earth can be approximated by a layered geometry with relatively few layers.

The development of equipment to make the resistivity measurements has
largely outdistanced the theoretical aspects of the problem and the interpretation
of the data. Reliable, light-weight equipment is now available to make measure-
ments at frequencies from d.c. to 0.5 Hz, using battery sources or motor-
generators.

It has been recognized for sometime, that apparent resistivities could
be determined from the analysis of electromagnetic fields from various types of
sources (Frischknecht, Keller and Frischknecht, Ward). Since solutions of
Maxwell's equation are even more difficult than those of Poisson's equations,
theoretical solutions are available for only a few earth geometries and sources.
Much of the available theoretical data has appeared in print, but very little field
data has been published.



-2 -

In this short paper we would like to discuss two exploration problems
in which conventional dipole-dipole resistivity survey data has been of some
help. However, our experience has led us to believe that resistivity measure-
ments using electromagh;tic sources may be preferable to the more usual
grounded resistivity techniques. The geometries encountered in these two
exploration problems are simple enough that a successful application of the

electromagnetic resistivity determination is anticipated. Electronic equip-

ment is available to make the necessary measurements.

Application of the Resistivity Technique

The resistivity method has been used in several areas of exploration
in addition to exploration for conductive sulphide mineralization. These include
depth of overburden determinations and groundwater exploration in several types
of environments. In recent years, the McPhar Group of Companies have used

the resistivity method in two additional types of exploration problems.

1) Exploration for Geothermal Sources

The terms ""Energy Shortage' and '""Energy Crisis'' have become widely
used, particularly in North America, in recent years. The implied problems
have been compounded by various real, or imagined, dangers to the environment.
This combined situation has given rise to a greatly genewed interest in geothermal
energy sources. Heat (in the form of steam or hot §vater) is currently used as an
energy source in the U.S.A., New Zealand, Mexico, Italy and Iceland. Exploration
for suitable sources is now underway in many areas,

Not much is known about the detailed properties of these high-temperature
zones within the very uppermost portion of the earth's crust. One recognized
characteristic of all of the known geothérmal zones is their low resistivity,

This is due to the high temperature and salinity of the fluids and the high porosity
of the enclosing rocks. (Meidav).

The high temperature zones have been found in all types of rocks; the

undisturbed resistivities are in the range from 3.0 to 3000 ohm-meters. The
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true resistivity within the geothermal source itself is always in the range
from 0.50 to 5.0 ohm-meters.(Meidav).

Various types of resistivity techniques have been successfully employed
to locate, and outline, geothermal sources. McPhar has successfully applied
the dipole-dipole survey technique in several areas around the "Pacific Rim!'.
For a reconnaissance survey of this type we have used the dipole-dipole elec-
trode configuration with X = 2000' to X = 4000' and n=1,2,3,4,5. The results,
when plotted in ''pseudo-section" form, have been found to be very helpful in
the detection o‘f low resistivity zones that could be related to high temperature
zones,

The resistivity data shown in Figure I and Figure II are typical of those
from surveys in which the country rocks were a thick section of volcanic flows
and fragmental rocks. Zones of low resistivity were located, at depth, on both
of the lines shown; the lines are positioned one mile apart.

The results shown in Figure I have outlined a relatively narrow zone of
lower resistivities, at considerable depth. One mile to the west (Figure II),
the low resistivity zone has a much greater width. At about 100S, the apparent
resistivities were relatively uniform, with a magnitude about equal to those
at the southern end of Figure I.

If the anomalous patterns indicated by the contoured '"pseudo-section"
data plots are simple enough, an attempt can be made at quantitative inter-
pretation using curve-matching techniques. This has been done for the
results shown on Figure I and Figure II, assuming a horizontally layered
geometry. The interpreted parameters are shown on the data plots.

In the examples shown, the interpretation of the reconnaissance
resistivity results is quite satisfactory. In field surveys in which the results
are more variable, these quantitative interpretations will be less accurate.
However, the extensive zones of low resistivity can usually be detected, even
at considerable depth.

Many areas of potential geothermal interest are very large in areal’
extent. This will continue to be true as long as the geological and geo-

chemical tools being used for primary exploration are still in the development
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stage. Further, many of the areas of interest occur in regions of rugged
topography. Under these conditions, it would be desirable to be able to make
" the reconnaissance resistivity det.errn‘ina_ti(jns without having to move along
regularly surveyed lines. Therefore, some type of ""spot-to-spot" resgistivity

determination using an electromagnetic 'source would be very useful.

2) Depth of permafrost determinations in the Arctic

The energy shortage has also'spurred the search for oil and gas within
North America. Much of this work has taken place within the Canadian Arctic.
The initial targets we re structures of very great size and extent. In this work,
sophisticated corrections to the reflection seisinic data were not necessary,
Recenﬂy, more detailed analysis has revealed that in order to do accurate
interpretation of the seismic data it is necessary to correct frorm the velocity
change that is present at the base of the permafrost. Further, it has become
clear that the depth of the permafrost is much more variable than was pre-
viously supposed.

The frozen sediments within Ithé permafrost la,‘yef of the basins have
complex properties. It is known that they have a higher seismic velocity
" than the unfrozen sediments. The resistivity value within the permafrost
layer is also higher than at depth. In some areas, the results of dipole-
dipolé resistivity surveys have successfully indicated changes in the depth of
‘permafrost and permitied corrections to be made to seismic data.

The dipole-dipole resistivity results shown in Figure III (X = 1000°,
n=1,2,3,4) are fairly typical of those from the Canadian Arctic. The
layering is quite evident to the north and south. Near 90N to 100N, the
lower resistivity rocks ekxtend quite close to the surface, This feature,
which extends across several parallel lines, suggests a sudden and dramatic
change in the permafrost depth. |

Again if the geometry of the earth is simple enough so that a layering
apprc;xima.i:ion can be made, some quantitative interpretation can be done, as
was done from the data shown ih Figure III. Even these approximate solutions

are useful in the interpretation of the seismic data.
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The dipole-dipole resistivity data is quite satisfactory for the acquisition
of the necessary data. The difficulty is in the timing. In orde? to get practical
survey production the resistivity survey must be done in the summer when
current electrodes can be easily prepared. The seismic work is done in the
winter, when transport over the frozen surface is easiest. In order to keep
the support costs down, the resistivity survey must be done at the same time
as the seismic survey. Therefore, a resistivity measurement usihg an electro-

magnetic soutrce would be desirable, : -

System for Resistivity Measurements Using Electromagneétic Fields

" The two explhration pfoblems described above are of the same nature.
A resistive layiei' overlies a ¢onductive substructure, and we desire to khow
the thickness of the upper layer and the resistivity of the two layers. This
particular problem is one of the ea,rsiest't'o sc’:ix{’re using electromdgnetic
techniques (Ghosh, Ward). '

An electromagnetic system has been &esi‘gne& and built to 'permit\
measurements to attack this problem.

The transmitter is a variable frequen'c'v,; oscillator poweted by a
'mo,tovr-genera.tq‘r. The system operates at thlvé :fre'Ciuen:;ives between
15.0 Hz and 45,000 Hz. The magnetic dipole is created by using a multi-
turn, air-cored coil; any one of several coils can be attached to the trans-
mitter con_sole._ (Figure I‘Va)v..

The largest dipole motnents of about 3,000,000 ampere-turn- rne,-‘.(-‘:trs"2
can be achieved with the coil horizontal (i.e. a vertical dipole}. For instance,
a 10 turn coil, .200 feet in diameter, with a maximum _c-f 10 amperes of current
has a dipole moment of 3,140,000 ampere-tufn-meterz. (Figure IVb).

For a horizontal dipole the coil must be suspended in a vertical plane;
‘this -is more diﬁicult to achieve. A loop “;'ith‘. a 30 foot diameter and 36 turns,
‘also carrying 10 amperes, has a moment of 286,000 ampere-turn—meterz.
(Figure IV c). 7

The motor-geherator weighs about 55 1bs; the transmitter console has

a total weight of about 125 1bs, The coils have a weight of 100 1bs. to 200 lbs.
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depending upon the diameter, number of turns;etc.

The receiver-detector can be of any one of three types:

1)  With a reference cable, a single coil detector can be used to measure
the IN-PHASE and QUT-OF-PHASE magnitude of the total field (Figure IV d).
The detector coil is orientable so that the field in any direction can be measured.
The field components are.fneasured as a percent of the maximum-coupled

primary field; the accuracy is + 2.5%.

2) W"ith a2 crossed-coil system, and an internal frequency reference, no
reference cable is needed. The system measures the tilt angle and ellipticity
of the ellipse-of-polarization of the total field (Figure 1Ve}. The tilt-angle can
be measured with an accuracy of 0.25 degréefs; the ellipticity can be measured

with an accuracy of + 1%. This is the system previously described by Ward, et al.

3) Using the two-channel system from the dip-angle measurement described

above (without a reference cable) with a length ¢f wire and two non-polarizing

2 -, ;
E¢ with an accuracy of
Hr |

+ 5%. Since E¢ and Hr are orthogonal this is équivalent to an '*applied field"

electrodes, it is possible to measure the ratio

magneto-télluric measurement.

The measurement accuracy that cah be a'ttai:rie.d.wi'th‘the system described
above depends upon the dipole source chosen by the geophysicist, the ambient
electrical noise; the conductivities c:Jf the earth, 'thé measurement chosen and
the accuracy required. Ux;der "normal' conditions measurements ¢an be made

at a maximum distance of fO Km to 3:;0Km from the source.

Calculation of Field Components

The calculation of the field components on a one-layer earth has been
previously reported (see Reference) and the mathematical development will not
be repeated here. The coordinate system we will use is shown.in Figure V.
The possible magnetic field components calculated by Wait (1955) for a
homogeneous earth are shown in Figure VI. Notice that for the vertical,
co-planar coils the coupling ratio increases uniformly and that the variations

occur at relatively low values of R/ fao
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For a one-layer earth, the same coupling ratios can be theoretically
calculated, if the ratio of -th;e conductivities is specified as well as the ratio of
the thickness of the upper layer (H} to the distance between the source and
detector (R). In Figure VIla wé have shown the curve for variables o /7
for constant R/H. In Figure VIIb the results are planned for constant o /’r.rl
with various values for' R/H., As was the case for the uniform earth, it can
be seén that the cui,'ves:for the vértic_@.l; co-planar coils are the most diagnostic
of all those for parallel magnetic field components. The most diagnostic curves
of all are for the minimum coupled magnetic field (Hr) for the vertical dipole
source.

In a field system to investigate the resistivity of a one-layet earth, it
is obviously desirable to obtain 48 much information as possible from measure-
ments from a single placement of the coils, as the frequency is varied. Since
there is a limit to the dipcle moment that can be used for the source and a further
limitation on the sensitivity that we can reasonably expect to achieve in the
receiver-detector, it is also obviously desirable to be able to make diagnostic
measuremehnts with as small a coil separation as possi‘bl_tla.

These practical considerations suggest that for a horizontal dipole the
appatent conductivity determinations should be made for vertical, co-planar
coils. For a vertical dipole source measurements utilizing Hr should be
diagnostic, Ward and his group have reported that measurements of the tilt-
angle and ellipticity of the ellipse-of-polarization of the total field are quite

diagnostic. This is true because these measureiments utilize the Hr component

of the field.
E 2 to determine an apparent
Hr

resistivity curve for a one-layer earth, This is essentially a magneto-telluric

We will report here on the use of

measurement using an applied field,

A;pparent. Conductivity Curves Using Vertical Co-Planar Coils

To introduce the concept of apparent conductivity in E,M, depth-sounding
let us consider the veftical co-planar configuration. By comparing the theoretically

computed response curves on the surface of a one-layer earth with those on a
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uniform earth, it is possible to define an "apparent conductivity' that is-
similar to that used for the grounded-current resistivity method. A few df
" these apparent conductivity curves using secondary in-phase response for
four values of R/H are shown in Figure VIII, These curves are quite
resolved for different values of 03 /0. As expected, the apparent con-
ductivity values afe closer to the real conductivities for small thickness of
layers. This is quite noticeable in low frequencies, The general behaviéor
of the apparent conductivity curves are similar to those in dipole d.c.
resistivity sounding.

.Field measurements of responses may be converted to the apparent
conductivity values using a theotretically computedl master gﬁa_rt- for the
homogeneous half-space., These apparent conductivity values may be plotted
against R.ff_ on a similar log-log tracing paper. This field curve can then
be matched with the appropriate set of apparent conductivity curves for the
one-layer model by shifting along the 'X' and 'Y' axes. The 'X''and 'Y!
offsets in the origin would indicate \/; and oy . The values of o from
both the axes is-h,ould ‘be consistent. The depth of the layer is obtained from the

get of curves with which a match has héen obtained.

Cagniard Resistivity Curves from %[z

(AFMT Method)

For a magnetic dipole source, different components of the magnetic
field and the electric field may be measured in the field. We have already
seen that the most useful rﬁagnetic. field component is the perpendicular
c'omponerif Hr (Figure VII). Ih this section, we shall make use of the
amplitudes of Hr and Ed¢ ;:pmp'onents (Figure V) for a vertic-al-ma;gnetic
dipole source. We shall call this ""Applied Field Magneto-Telluric'' measure-
ments (AFMT).

In the classical magneto-telluri’;c problem,. apparent resistivities are

obtained from | E¢
Hr

measutrements according to (Cagniard, 1953).

. L g
P apparent = Py H
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In our problem, the measurements are made in the audio frequency
. range at finite distances from the transmitter. Hence, the apparernt resistivity
determination according to the above equation is not correct. However, it is

possible to define a ""Cagniard Resistivity" in a similar way; i.e.

Cagniard = wn IHT- |
It should be noted at this point that the Cagniard fesistivity is not a constant
for a homogeneous half- space. Theoretical computations have shown that,
for a homogeneous half-space, the Cagniard resistivity is a function of the
pa.ra.rhete-r-’ﬂ'\/f-o-— . Cagniard resistivity has been found to be equal to the
true resistivity whenR "/Te.is larger than 5000. This corresponds to a
'sKin- depth! (8) equal to 10 (Figure X}. Cagniard resistivity increases
logarithmically with decrease in R ,/T.—l . It changes by about four decades
with only one decade of change in R ,/}T. We have used this phenomenon
in the problem of depth-sounding. V

‘We have theoretically computed Cagniard resistivity curves for the
one-layer earth model, Some typical curves forop /o equal to 30 and 100
have been shown in Figures Xa and Xb, respectively. Each figure contains
‘a range of values of R/H. |

It is clear that, at a fixed distance from the transmitter, the actual

valués of o) , can be obtained from field measurements of | E¢| ata very
high frequency. The depth of the layer (H) may be determined by curve

‘matching.

Both the Figures Xa and 'Xb show that a ratio of R/H which is greater
than four does not make the Cagniard resistivity curve significantly different
excepting that the trough in the curve (around R w/‘TG“_I = 16500} increases in
magnitude. Eveh for R/H equal to two, the differf;nce 'in Cagniard resistivity
from the one-layer model to the half-space model is more than two decades
whenR / f o |is eqpal to 100 (Figure Xc). Anothér interésting feature to note

is that this diffef‘ence in Cagniard resistivity increases as R/ fo| decreases.
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This shows that if measurements are made in low values of : the
distance from the. transmitter to the point of measurement need not be greater
than two times the depth of investigation. With our present equipment, it is
possible to make measurements at a maximum distance of 3K meters.
Therefore, the maximum depth that can be investigated is more than 1 K meter.
We are in a process of computing the apparent resistivity curves from
Cagniard resistivity ih a way similar to the one described for the vertical co-
planar configuration (Figure VIII). This should simplify the interpretation of

the field curves.

Using Loop-Loop EM Resistivity Determinations

In the above description:we have outlined two different ways in which
electromagnetic measurements could be used to carry out resistivity deter-
minations in the geotherrnal and permafrost problems shown in Fig’ur-el Ly
Figure II and Figure III. As yet, no field data is available for AFMT measure-
ments, but we can use the theoretical curves to examine the expected behaviour
of the Cagniard resistivity from electromagnetic sources. :We have

‘shown the curves only for the apparent .resisfivity determihations using l E¢ l
Hr |

The expected Cagniard resistivity curves for the two geothermal problems’
described in Figures I _a’nd IT are shown in Figures X1 and X1I. Figure X] shows
that the low resistivity of Line 1 Mile West between 120N to 160N at a depth of
600 meters can very well be recognized from the surrounding homogeneous
.mediuin.

Figure XII shows that the step like variation in fesistivity of Line 2 Mile
West can be detected by AFMT method.

In both the above examples, the frequencies to be used are too low for
the edquipment because the resistivity of the top layer is quite low {100 ohm.
meters). A different kind of measurements employing higher frequencies are
to be made in these cases,

Figure XIII shows the Cagniard resistivity curves for the permafrost

problem described in Figure XII. The curves Al ) AZ and A3 are quite well
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separated, This shows the different resistivity zones can be mapped., Notice
the variation in the Cagniard resistivity occurring in the frequency range

10 - 1,000 Hertz.

Conclusiohs

We have ;presente,d an analysis of the depth-sounding problem using a
magnetic dipole source. Any component of the magnetic field may be measured
in depth investigation, and interpretation may be made using the apparent
resistivity curves for the ohe-layer model, Interpretation is easier to make
if the parameter which is measured changes monotonously with frequency.
The vertical co-planar coil-configuration seems to be the best for parallel
component measure’rﬁeﬁts. In this case, either the amplitude of the field
or the in-phase component should be measured. ‘

The measurement of the perpendicular magnetic field Hr seems to
be even better than the vertical co-planar measurement, The parameters
of the ellipse of polarization measurements as des cribied by Ward,et al.
are also quite diagnostic as they coritain the Hr component.

AFMT method described here seems to be the best. In this method,
the measurements are to be made in low values of R ﬁ,. The point of
measurements does not have to be greater than two times the depth of
investigation. AFMT method contains the simplest form of field measure-
ments (the amplitudes of E¢ and Hr ). No reference link is needed,
Instrumentation is also simple as the amplitudes of the fields are meé.su,red.

We are also investigating the possibilities of H, me‘aglsur‘ements for

the vertii:a_l, dipole source.
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ABSTRACT

Magnetotelluric prospecting is 8 method of geophysical exploration
that makes use of the fluctuations in the natural electric and magnetlc; fields
that surround the earth. These fields can be measured at the surface of the
earth and théy are related to each other by a surface impedance tHat is a
function of the conductivity structure of the earth's substrata.

This report describes some new methods ‘for analyzing and interpreting
m‘agnetotellurlc data. A discussion is given of the forms of the surface
impedance for various classes of models, including one, two and three _
dimensional models. Here, an n dimensional model is one in which the
parameters describing the model are functions of at most n space coordinates.
Methods are discussed for estimating the strike direction for data that is
at least approximately two dimensional. A new linearized approach to the
one dimensional problem is discussed. Subject to the approximations of the
linearization, it is shown that under the appropriate transformations of the
frequency and _depth scales, the rec:lprocal of the surface impedance as a
function of frequency is equal to the square root of the conductivity as a
function of depth convolved with a linear response function that is somewhat
like a low pass filtér.

Included in this report is a comparison of several methods of esti-
mating the auto and cross power density spectra of measured field data, and
of several methods for estimating the surface impedance from these spectra.
The effects of noise upon these est‘uﬁates are considered in some detail.
Special emphasls is given i:o several types of artificial noise ‘mclu-d‘mg
aliasing, round off or digitizer noise, and truncation effects. Truncation '
effects are of the most interest since they depend upon the particular window

used in the spectral analysis.
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I. INTRODUCTION

Magnetotelluric prospecting is a relatively new method of geophysical
exploration, although the electric and magnetic fields that it employs have
long been 6bserved. -More than a century ago it was recognized by several
investigators that a correlation existed between the variations -in the telluric
currents and the geomagnetic field. In 1940 Chapman and Bartels reviewed
the various theories on the relationship between these fields. In the late
1940's and early 1950's several investigators such as Tikhonov in the USSR;
Kato, Kikuchi, Rikitake, and Yokoto in Japan; and Cagniard in France began
to recognize the electromagnetic nature of these fields.

~In 1953 Cagniard published a paper in which he gave a quantitative
description of the relationship between the electric and magnetic fields at
the surface of a horizontally layered earth. Soon thereafter many people
began m'ak'mg theoretical and experimental contributions to the field of mag-
netotellurics. By the late 1950's, it was recognized by several investigators
that the scal_a_r impedance described by Cagnlard was not sufficient to describe
many of the frequently encountered geologic situations. For an anisotropic
or laterally inhomogeneous earth, the impedance becomes a tensor quantity
(Neves, 1957), (Rankin, 1960), (Cantwell, 1960),(Kovtun, 1961), (Rokityanskii,
1961), (d'Erceville and Kunetz, 1962), (Bostick and Smith, 1962), (Srivastava,
1963). Principal contributors to the gréwing body of literature on magneto-
tellurics, in addt.t:ion to thbse previously mentioned, include Berdichevskii,
Vladimirov, and Kolmakov in the USSR, Porstendorfer in Germany, Adam and
Vero of the Hungarian Ac.ademy of Sciences, Fournier in France, and many
people .in the.U.S.A. and Canada. Hugo Fournier (1966) has a comprehensive
history and bibliography of the science of magnetotellurics.

The tensor relationship between the E (electric) and H (magnetic) fields

at any given frequency can be expressed as




= _ | (1.1)
By 2y Pyy Hy

where rectangular cartesian coordinates have been indicated. This tensor
impedance Z, a function of frequency and space coordinates, depends upon
the conductivity of the earth in the surrounding area, and if tfle horizontal
wavelengths of the incident fields are sufficiently long, Z will be independent
of time and source polarization., Therefore, Z can be a useful measure of the
conductivity structure of the earth, and in fact it can sometimes be interpreted ,
almost completely in terms of a simplified earth model.

. The magnetotelluric problem can conveniently be divided into three
parts: data acquisition, analysis, and modeling. Data acquisition includes
the instrumentation and allof the field work involved with recording ~the
electric and magnetic field variations. Analysis includes processing the
field measurements to determine estimates of the Z tensor and other related
parameters. Modeling consists of interpreting this impedande tensor in terms
of a particular earth model. '

' The research that went into this thesis was aimed at developing better
methods of magnetotelluric analysis and interpretation. The thesis itself
piovides for the first time a unified treatment of the tec.hniques developed as .
a result of this research. The treatment is facllitated by first considering
the forms of theoretical impedance tensors for several classes of models.
Next, various methods are presented for estimating actual impedance tensors
from measured field data. Finally, the effects that various types of noise

have upon the lmpedance estimates are considered.
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II. ONE DIMENSIONAL MODEILS

In this chapter several one dimensional models, that is, models which

have medium parameters that are functions of only one space coordinate will

be considered.

A. Homogeneous Hélf Space Model
The simplest of all possible models is one in which the earth is
considered to be a ho}nogeneous , isotropic half space of conductivity o,
permittivity ¢, permeability U . Within any medium of constant o, ¢, and &,

if we assume time variations of the form ert . Maxwell's equations

Conre | vxE=-juy,1~I_-i (2.1)
(o 9xH= (o+)'u>e)-}i (2.2)
erta g L H=0 (2.3)
g LE=0 | | (2.4)

combine to give the vector Helmholtz equations

o = - 5
L
whére
Y2 = juuo - wzue ‘ (2.5)

In rectangular cartesian coordinates, this vector equation sepa-
rates, so that each of the components of the E and H fields satisfies the

scalar Helmholtz equation. Elementary solutions to this equation are of the

form

-Y X+Y y+Y 2)
pe X y z

where



Y2+Y2+Y2=Y2=jwu0-m2u€ (2.6)
X 'y z

The general solution is obtained by summing various elementary solutions with
different values of A, Yx' Yy, and Yz, subject to the constraints of equation
(2.6). Returning for the moment to an elementary solution, if the coordinate
axes are aligned such that positive z is down, and the direction of propaga-

tion is in the X-Z plane, then the elementary solution is of the form

¥ x-Y z N
X z

Ae :Y2+Y =.Y2
X .

(2.7)
Thus, for a homogeneous plane electromagnetlc wave with 1ts
d1rect1on of propagatmn in the x-z plane, each of the components of E and
. H will be of the form shown in (2.7).
Since any homogeneous plane wave can be separated into TE
(horizontal E field only) and TM (horizontal H field only) modes, and since
the equations are linear with respect to the fields, one can consider the two
modes separately.

For the TE mode, °

and equation (2.1) becomes

i
-1 32 +k3x —-jmu(1H +]Hy+kH)
Thus
Y E =< jwuuH
X
=Y E =-jwHdH
X
H =0
Yy
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In particular,

E
oY je (2.8)
Zrg=TH T Y
X z
"For the TM mode,
H =H =0
b'e z
and equation (2.2) becomes
_3H_ _®H_ ~ -
-i Py + k Yl (o + jwe)(iE..x + jEy + kEZ)
Thus
= +
YZHy (oA jw €) EX
—YXHy =0 +jwe) Ez
E =0
y
and
Ex Yz jw K YZ
Zom = H.OC (o+jwe) -2 2.9)
Y Y
For the range of parameters normally encountered in magneto-
telluric work, displacement é:urrents in the earth can be neglected. That
is to say '
we << g (2.10)
so that



2
Y =jwdo (2.11)

Continuity of the tangential fields at the surface z = 0 requires

that

Yxair T Yx earth _ (2.12)

For a plane wave striking the earth at a real angle 8 measured

from normal incidence,

Yx air = @ Jue sin 9 (2.13)

Equation (2.10), (2.12) and (2.13) together imply that

2

|yx| << ly |2. Therefore one may take

Y, =Y =V juuo (2.14)

Under these conditions, equations (2.8) and (2.9) give

This implies that the impedance is independent of the polarization of the
elementary solution. Thus, any géneral solution made up ‘of'elementary solu-

tions satisfying the conditions of equation (2.14) will give a scalar impedance «

z = [leE (2.16)

which will relate any horizontal component of the total H field to the orthogo-
nal horizontal component of the E field.
Actually it is nct necessary to restrict the general solution for

the incident fields to modes corresponding to real angles of incidence, as

6
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indicated by equation (2.13). Elementary solutions for which \Yxl > w2He will

still give rise to total fields which satisfy equation (2.16) provided
2
lv |7 <<wuo (2.17)

It is convenient to define a parameter 6, called skin depth, for

conductive materials by

6 = JZ/auo - (2.18)
Then
RPN RS PV (2.19)

Thus & is a measure of the depth that an electromagnetic field
will penetrate into a conductive medium. It is the depth at which the field
will have been attenuated to 1/e of its surface value.

If one then defines the horizontal wavelength A of an elementary

solution by

then a statement that is equivalent to equation (2.17) is that

A S>> 5 (2.20)

In other wbrds , the horizontal wavelength is long compared to the skin depth.
In summary then, for an earth model consisting of a homogeneous

half space of conductivity o, with incident fields having horizontal wave-

lengths long compared to a skin depth, the surface impedance will be given

by equation (2.16).



B. Horizontally Layered Model
The next model that might be considered is one in which the earth
is represented by a set of horizontal layers, each with a different conductivity.
This is usually known as the Cagniard model since it is the one that he consid-
ered in his classic paper. One assumes N layers, as shown in figure 1, and

assumes elementary sqlutions in each layer of the form

-y .z Y z -y X -

21 Z X1
(Aie +Be Yye

where

2 2 2
+ =¥ = j g
Yxi Yzi Yi_ jw K i (2.21)

By requiring that the tangential fields be continuous at each boundary, and

noting that B,, = 0 since the fields must vanish for large z, one finds that

N
the impedance Zi looking down from the top of the ith layer is given by

“ZYzidi
1—Rie
Z, =2, o d ;i=1,2, .. .N-1
Z1l 1

1+R e
1

(2.22)

where di is the thickness of the ith layer, Ri is a reflection coefficient defined *

by

zi°z‘+l
R, = —>—1% i=1,2,...N-1 (2.23)
i 2z .+ 2,

oi i+l

and Zo is the characteristic impedance of the ith layer. As with the homo-

i .
geneous half space, the characteristic impedance for the TE mode is

8
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zc>i = ]UJ.U-/Yzi (2.24)

and for the TM mode is

™ _ 2
Zoi = juM Yzi/Yi : (2.25)

Again if one assumes that the horizontal wavelengthé of the incident

fields are long compared to a skin depth in each layer, the two modes become

equivalent and -

ZOi = \/jwu7oi (2.26)
In either case, one may start at the bottom layer and work up,
computing Ri and Zi using the recursion equations (2.23) and (2.22) until Z_,

1
the surface impedance, is obtained.

Recall from equation (2.16) that for a.homogeneous half space

Wi
\Z‘Z_

0’:

Correspondingly, for a layered model, it is customary to define

an apparent conductivity I, (w) or apparent resistivity ﬂa(w) by

o_(w) = T ' (2.27)

Some sample curves of apparent resistivity versus frequency forb
several models are plotted in figures 2 and 3. For high frequencies, Ga = Gl'
and for low frequencies, Ua = GN' Qualitatively it appears that Ga(w) is a
"smoothed out" version of 0(z) with frequency w being inversely related to

depth z,



Although it is a simple matter to obtain the surface impedance
Zl (w) in terms of o(z) for any layered model, the inverse problem of finding
o(z) for a specified Zl(w) is not so simple. It is a nonlinear problem that
in general can be solved only by using iterative techniques. Computer
progréms are available for least squares fitting Z(w) curves to N layer
models (Patrick, 1969).

Since ca(w) is a smooth curve, one might suspect that fine
details in ¢ (z) cannot be determined from ca(w) . This in fact t‘urns out to
be the case; only gross trends in ¢(z) can successfully be determined

from o (w).
a

C. General One Dimensional Model
Consider the case where o(z) is a continuously varying function
of z rather than being restricted to a finite number of homogeneour lavyers.
In this case, the recursion equations (2.22) and (2.23) are replaced by a
differential equation for Z. There are several ways to obtain the differential
equation. One way is to combine the recursion equations (2.22) and (2.23),

and let Az replace di' and consider the limit as Az approaches zero. Another

simpler method pointed out by Swift (1967) uses Maxwell's equations directly.

Consider the TE mode with Ex = Ez = 0. Equations (2.1) and (2.2) give

. OF
-.——z=
32 juMd Hx
dE
—z = =3
3x ~juM Hz
OH 9H
oL =z X
Y ax dz

Now

10
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3% 1 aEY , E, 3H_
dz H a2z 2 9oz
X H
X
1 Ex pA ~
T [’“”“H]+ 2 L9F,* ax]
X H
X
E 1 a3
= -juw s 0B - fn T
Hx vy X
Yi 2
S-jeM+0Zor - Tn SE
2
32 Y
IE _ _, Xy 2
32 —-J<m.1+(1-Y2)crzTE (2.28)

Similarly for the TM mode one obtains

9Z Y)zc
Sg = - JuH (l-Y—2)+oZ

2
™

(2.29)

Again when the incident fields have horizontal wavelengths large.

compared to a skin depth, the TE and TM modes become equivalent and

(¢4

°Z2 _ _ | 2
32 = - jod + 02 ‘ (2.30)

11
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This differential equation is of course nonlinear in Z; however,

if one assumes a o(z) profile such that o(z) = 5,, a constant for z > z_, then

Z(zl) = \/Tw_l-l70-1' and equation (2.30) can be nu:nerically integrated fri)m
z= zl to z = 0 to obtain an expression for the surface impedance in terms of
the conductivity profile.

Thus, as with the layered model, the forward going bfoblemof :
finding the surface impedance in terms of a specified conductivity profile is
relatively simple. Again, the inverse problem of finding the c(z) profile which

produces a specified surface impedance must be worked iteratively.

D. Linearized One Dimensional Model
Consider the following simplificatiqn of the one dimensional prob-

lem. Assume that the E field as a function of depth z has the form

—§ y(z') dz'
E (z) = e © (2.31)

where A is independent of z and

Y(z) = Jjwto(z) (2.32)

From Maxwell's equations

dH
——Y=-0E
. dz X

Integrating with respect to z and noting that Hy must vanish as z - =, one has

o dH ©
'S——de=-SoE dz
dz . X

0 (o}

or

12
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Z
-S Y(z') dz*
Hy(co) - Hy(o) = - g o(z) Ae ° dz

o

«©

Thus, if one defines the sAu,rface admittance Y (w) és being the reciprocal of the

surface impedance, then

z.
| H (Z=O) ® ‘SOY(Z') dz'
Y{w) = Ex(z=o) = S o(z) e dz
' o)

or , from equation (2.32)

z
‘ - -V juk g Jo(z') dz'
Y(w) = S a(z) e ° dz
o

Now consider the following transformation.

Q z
e 1 S Joz") dz'
o

and

-Q

e 2=«/wu/2

-Noting that

Q

e ldal = v/ o(z) dz

and

13

Let

(2.33)

(2.34)

(2.35)

(2.36)

(2.37)



Z=0-Q, = ~»
1

equation (2.34) becomes

o ' (a,-a,) o
Y(az) _ S J'?J_(a_l)' o-Ati)e o lda.l .
or
-@,-a)
Y(az)e-az = §J‘5‘(a_lj ~(i+i)e 27 e-(OLZ -al)dal (2.38)
Noting from equation (2.27) that
Vo @ = Jan v
equation (2.38) gives
«/oa(on) = |Vol) *gl)| - (2.39)
where
) =T e MHNe (2.40)

Thus, under this simplified model, which in effect neglects inter-
nal reflections in the E field, the apparent conductivity can be obtained by

convolving the actual conductivity profile with a complex linear response

14




function in a~-space. A plot of the magnitude of g{a) versus a is shown in
figure 4. The magnitude of g(a) peaks up at o = 0 and decays as |a| increases.
Also

§ g) da| =1

-0

So gf{a), although it is complex, is somewhat like the response of a low pass
filter with unity DC gain. This is consistent with the earlier observation
that ca(w) is a "smoothed out" version of g(z) with w inversely related 'Fo z.

In practice, this simplified approach is probably not very useful
by itself since the assumed form of the E field in equation (2.31) is not too
realistic., Strictly speaking it is valid only if

2l <« v@ ok ' (2.41)

for-all z. On the other hand this approach could be quite useful for obtaining
a first guess to be used in an iterative inversion scheme. In particular if

one simply assumes that
o) aGa(a) (2.42)

then frequency and depth may be related through equations (2.35) and (2.36)
to give '

g (z) =:'Cfa(za () (2.43)

where

§° dwo
z W) = (2.44)
° W «/szuoa(wo) i

15



Thus, an approximate depth scale may be attached to the frequency scale for
an apparent conductivity curve. Notice that for Ga(w) =0, a constant,
equation (2.44) reduces to the standard skin depth, so one may think of z, (w)
as sort of an integrated skin depth. In fact, for cases where equation (2.41)
is satisfied, za(w) will be the depth at which the fields have decayed to 1/e

of their surface value,.

E. Generalized Skin Depth ~
As suggested by the preceding paragraph, it will be useful to
generalize the idea of skin depth for an inhomogeneous model. For a homo-
geneous medium, the ékin depth was defined to be the depth at which the
fields are attenuated to 1/e of their surface values. For an inhomogeneous
model, the fields of course do not have a simple exponential decay; however,

if one defines & (w) to be the depth at which

8 (w)
Re[gw\m) dz]=1 (2.45)
o

then 8 will be a good measure of the depth of penetration of the fields and
as such it may be taken as the skin depth.

In the discussion of the horizontally layered model, the state-
ment was made that the incident fields could be treated as normally incident
plane waves if the actual horizontal wavelengths were long compared to a
skin depth in each layer since for that case

Va1 = Yy
A less restrictive yet adequate requirement is that

5 5
QYZ dz = g Y dz (2.46)
Q O

16



where 8 is defined by equation (2.45). Clearly this condition will exist pro-
vided

5 5
Cvpaz| << |(vaz| . (2.47)
(o} (o]

. 2 2 2 . .
where YetY, =Y = jwMo . But Y_ = ka = j2n/A. Thus

5 .

5
S\{Xdz = 2—:— (2.48)
(o)

Also, from equation (2.45), the definition of 6,

¢
Sydz =2

o

Thus, the condition (2.47) will exist provided

or -
§ << AW 2T

So, if the horizontal wavelengths are long compared to the skin depth de-
fined by equation (2.45), the incident fields may in effect be treated as
normally incident plane waves.

" In conclusion then, the forward going one dimensional problem
is reasonably simple. If fhe incident fields are assumed to have horizontal
wavelengths long compared to a skin depth, then any horizontal component

of the H field is related to the orthogonal horizontal component of the E

17



field by a scalar impedance which is related to the conductivity profile. The
inverse problem of estimating the conductivity profile from a measured surface
impedance, while it is nonlinear has been worked with some success using
iterative techniques. The simple linearized model discussed here should be

useful for providing a first guess for such iterative solutions.

18
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III. TWO AND THREE DIMENSIONAL MODELS

The scalar surface impedance discussed in the previous chapter is
not sufficient to describe the relationship between the horizontal E and H
fields for a model that has lateral variations in conductivity. In this chaper
some general relationships will be developed for two dimensional models
(models for which o is a function of two space coordinates, the vertical or
z coordinate and one horizontal coordinate, say x) and for three dimen-
sional models (models for which ¢ is a function of all three space coordi-
nates). It will be shown that for these models the impedance must be

expressed as a rank two tensor as was indicated in equation (1.1).

A. ZTE and ZTM for Two Dimensional Models

Consider again Maxwell's equations as stated in equations (2.1)
through (2.4). If one assumes that the conductivity ¢ is a function of x and
z, equations (2.1) through (2.3) are still applicable; however, equation (2.4)

must be replaced by

v-{(0E) =0 | (3.1)
where once again it is assumed that displacement currents in the earth are
negligible. If one also assumes once again that the horizontal wavelengths
of the incident fields are long compared to a skin depth, then in the earth,
everything is e;sentlally uniform in the y direction so that equations (2.1)

through (2.3) together with equation (3.1) in component form become

3E

- ?zz- = —ju}“Hx ] (3.2)
an ~"‘<‘>~Ez
Ez— " 3k T -jwtu (3.3)
dE
—-zax = JuuH (3.4)



Y - CIEx (3.9)
BHX aHz
dz  ¥x B oEy . (3.6)
dH
ox B OEz ' 3.7)
2 3H_ i
= e O .8

3o EX) Ao Ez) _

x ez O (3.9)

Observe that the only field components involved in equations (3.2), (3.4),
(3.6), and (3.8) are Ey, Hx’ and Hz. Also, the only components entering
equations (3.3), (3.5), (3.7), and (3.9) are Ex, Ez, and Hy. Thus It is
apparent that the two modes are decoupled and may be considered separately.
The mode involving Ey, Hx’ and Hz is usually called the TE or E parallel
mode since the E field is horizontal and parallel to the strike. The mode
involving Ex, Ez, and Hy i{s called the TM or E perpendicular mode since
.the magnetic fleld is horizontal and the electric field is perpendicular to the
strike. The strike is the direction along which there are no variations in
the model parameters, in this case, the y direction.

Thus, for a two-dimensional model two impedances are required
to define the relationship between the horizontal components of theiE and H
fields: Z,..= -Ey/Hx and Z

TE ™ TE
M(w,x) in terms of o(x,z) are not tractable analytically although a few

= Ex/Hy' Exact solutions for Z__(w,x) and

ZT
approximate cases have been worked out. In general, solutions are obtain-

able only by using numerical methods such as finite differencing over a two

dimensional grid. .Computer programs are available which implement these
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techniques (Patrick, 1969). It would appear that the inverse problem of

finding o(x,2z) in terms of ZTE(w,x) and Z M(w,x) could in principle be solved

T
using iterative techniques similar to those used for the one dimensional inverse
problem. It is believed that such a solution would be unique, although no

proof is known. On the other hand, the number of calculations involved for

grids large enough to be of interest is so great that the problem seems to be

out of the range of present day computers. Nevertheless, useful and instructive

information about two dimensional modeling can be obtained-from solutions of

the forward going problem.

B. Z in a General Coordinate System for Two Dimensional Models
As was shown above, for a two dimensional model the TE and TM
modes decouple when one of the horizontal coordinates is aligned with the
strike. It will now be useful to obtain the relationship between the tangential
fields in a8 coordinate system in which the horizontal axes are arbitrarily
oriented.
Suppose that the X' - y' coordinate system as shown in figure 5

is aligned with the strike, so that

EX = ZTMHy (3.10)
and
Ey = -zTE Hx (3.11)

Suppose that the x-y coordinate system is oriented at an angle 6 with

respect to the x' - y' system as shown in figure 5. Then

E = E'cos® +E'sinb (3.12)
X X y

E = -E'sin® +E'cosb. (3.13)
y X y

and

H = H'cos8 + H' sinb (3.14)
X X y

H = -H'sin® +H' cos 8 '

v x v (3.15)
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or alternately

B' H cos 8-H sin b (3.16)
X X y

H' = H sin 8+ H cos 6 (3.17)
Yy X Y

Combining these equations gives

E = E'cos 6 +E' sin 6
X X y

(ZTM Hy) cos 8 + (-ZTE Hx) sin 8

(H sin8+H cos8)cosb-2_.(H cosb -
x y X

ZTM TE

- H sin#6) sin#®
Yy

- . 2
= Hx[(Z ZTE) sin 6 cos 6] +Hy[ZTM cos 8 +

™

2
+ ,
ZTEsm 6]

Thus if one defines
E=2 H +2Z H
X XX X Xy vy
then

Zyx= @rym
z. -2

= ("———T_Mz 1E ) sin 28

- ZTE) sinBcos @

and

2 2
= + 1
ny ZTM cos 6 ZTE sin 8

< TM TE) ( TM TE)COSZQ

Similarly for the other components, one obtains

and
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Z, -2
_ TE T™ .
'zyy_ ('——‘—2 > sin286

In summary

E Z.sin28 Z. +2Z cos28 H

X 1 2 1 X

= (3.18)
- + -
EY Z2 Z1 cos 26 leanB Hy
where ‘

Z1 = (ZTM— ZTE)/Z (3.19)
22 = (zTM+ zTE)/z (3.20)

In general, then, for a two dimensional model, the tangential
components of E and H are related by a rank two tensor impedance. The
diagonal terms of the Z matrix are in general negatives of each other and they

reduce to zero when the axes are aligned with the strike.

C. General Form of Z for Three Dimensional Models

For three dimensional models where ¢ is a function of all three
space coordinates, the six field components are in general all coupled to each
other, so it is not possible to s‘eparate the analysis into two distinct modes
as was done for the two dimensional case. Nevertheless, it is possible to
make some general statements about the relationship between the tangential
components of the E and H fields .

It will now be shown that a rank two tensor impedance of the form
shown in equation (1.1) is unique and stable, subject once again of course to
the assumption that the horizontal wavelengths of the incident fields are long
compared to a skin depth in the earth. Also it will be useful for later purposes
to establish that in general the vertical magnetic field can be expressed as a
linear combination of the two horizontal H field components. That is,

Hz = rzx Hx+ rzyHy . (.3'21)
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where rzx and rzy are dimenslonless constants, subject also of course to

the assumption that the incident fields have horizontal wavelengths long
compared to a skin depth. This assumption implies that the incident fields
may be treated as normally incident plane waves. This being the case, the
incldent fields can be separated into‘two orthogonal linearly polarized plane
waves, Clearly, for a linearly polarized normally incident plane wave, each
of the components of the total E and H fields will be proportional to the ampli-
tude of the incident wave. Thus, if the incident E is linearly polarized in the x

direction then

X 1 xi
Ey=a2El
H =Db_ E

X 1 xi
Hy=b2Ex1
H =c.E

2 1 xi .

where Exl is the incident field. Similarly, if the incident E is linearly polar-

ized in the y direction

E = a_E

X 3 vi
Ey= a4Eyl
Hx-_.- bBEyL
Hy= b4Eyi
Hz= CZEyi

Since all of the field equations are linear with respect to E and H, superposition

must hold. Thus for a general normally incident plane wave

= +
Ex alExl a3 Eyi
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e e b aab R e e o o e o ein

or in matrix notation

E
x‘

and

)

E .+a
L

b.E +Db
Xi

E .
4 "yi

3 Eyi

‘bZExi+ b4EyL

If [B] is nonsingular, then

E

E

so that
[ E_]
x.
E
. ¥_
and

Xi

4l

= tarey

[A]

(B]

[C]

[B]

c.E +c.E
L Y.

tm (3| tr ot N |
< <K <K
‘ | = %
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-1 ® .
H,= [CI®B] ' (3.22)
H
v
Thus
(7] = (AJ[B] __ (3.23)
and
(el = .1 1= [‘G.Tl'liBJ_l (3.24)

zx" zy

So [Z]} and [r] are defined, and E_, }E:y and H,_ can be expressed as linear
combinations of Hx and I—Iy. The on_ly problem that might arise would be if

[B] were slngular.ﬁ Singularity of [B] implies that

b b, = b,b, (3.25)

Now for any reasonable earth mode!, the reflection coefficient for the mag-
netic field at the surface is almost unity so that the total H field is close to
twice the incident field, Thus, a normally incident plane wave with E linearly
polarized in the x direction (and hence H linearly polarized in the y direction)
will give rise to total fields such that HY will be considerably greater than Hx.
Thus

byl >> [b, |
Similarly, for a normally incident plane wave with E linearly polarized in the

v diréction, Hx will be somewhai greater than Hy._ Thus
> b
by [>> |5,

So clearly
Dbyl >> 1, b, |

Comparing this with equation (3.25) indicates that for any reasonable earth

model, [B] will not be singular, and hence 2 is defined by equation (3.23).
Next it will be useful to cbserve :the behavior of the elements of

Z as the coordinate system is rotated. .As with the two dimensional model,
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the eléments of Z in the X~y coordinate system will be expressed in terms
of the elements of Z' in the x'-y' coordinate system as shown in figure 5.
The derivation is the same as for the two dimensional case except that

equations (3.10) and (3.11) are replaced by

E' =2' H' +2' H {(3.26)
x . X X Xy ¥y .
and
E' =72' H' +7' H (3.27)
y  TyxTx Tyyly -
‘Thus '
E =E' cos68+E sinsg
X X ¥
= (2' H' +2' H')cos6 +(Z' H' +Z' H' )sin$
XX X 2 ¥ ¥X X Yy Y
= (Z' cosB8+2' sin€) H' +(Z' -cosf+2Z' 'sin@) H'
XX Y& X XY ' Yy ; Y
= (2' cosB8+2Z' sin®)(H cosb-H sinb)
XX - Tyx x y
+(Z'. cos6 +-Z' sin 8} (H sin6+H cos B}
Xy Ve x b : 7
= [Z! cosze+Z' sln29+(Zv' +2Z' )sinfcos 6] H.
XX Yy ¥yxX Xy X
+[Z! cosze—Z" sin28+(z' -Z' )sinBcosB8]H
Xy 2 ‘ yY xx) - 14
So that

2 .
z =2 cosze+Z' sin 8+ (2’ :+Z’x) sih 8 cos 8
XX XX vy Xy 'YX

(B« (o) cmaes () s

Similar expressions for2 , 2 , and Z _ are obtailned. The results are
KXY ¥YX Yy

=7 47 " . :
Zxx Zl Zfzcovsze ZsstE (3.28)

2. =2,+%2

'y 4 cos28 -2

sin2 8 ' (3.29)

3 2
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2 =-2,+Z2_ cos28% -2, sin28 (3.30)

¥X 4 3 2 A
ZVY“= Zl - 22 cos 28 - Z3 sin2 6 (3.31)
where
Z;{xfz'
Z}'c.x -2z
z, = —=—4Y ‘ . (3.33)
2 2
Z;{ + Z' .
3 2
.,Z;{! - Z*.g. X
24 = (3.35)
2
If one further defines
ZO(G) = 23 0os 26 - ZZ sin2 & (3.36)

Then equations {3.28) through (3.31) become

2 =2, - 2 (8+45°) ) (3.37)
2= 2% z (& | (3.38)
Z, = <2, 5 (9) . (3.39)
2= %1 +2Z_(0+459 (3.40)

" The funétién ZO(G) traces an ellipse In the complex plane c:e.ntere:j

onthe origin as 8 varies from: zéro to 180°.. ‘To show. that this.is true take
) =x+
z (8) =x+1jy

where x and y are real., From equation (3.36)
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e T s -

S

ad

x = Re EZSj cos 28 - Re [Zz] sin 26
=Acos {28 - a)

y = Irn[ZB] cos 26 - Im,[sz sin 26

=Bcos (268 - §)
Letting ,
28-a = @
B-a = ®,
gives
x = A cos ®
and
“y =B cos (- q:o) = Ccos g+ D sing
Thus o
cos @ = =
2P h
and
sing = *./1-(x/8)°
So that -
=cf 3’ + /- 27
v =c[ 3 ]+p[tV/1-tva® ]
or
2 2 .
vi- R St e nta- A
A A
or
2 2 2.2

A y2-+ (}c'z‘+D )xz— 2AC xy - p’a% = ¢

This ls the standard form for an ellipse centered on the origin. Thus ZO(B)
traces an ellipse in the complex plane as 8 varies. Referring to equations
(3.37) through (3.40) one observes that each of the elements of Z then

traces an ellipse in the complex plane as the measuring axes are rotated.
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D. Comparison of Z Matrix for Two and Three Dimensional Models
As was shown in the previous section, for a three dimensional
model, the elements of Z trace ellipses in the complex plane as the measuring
axes are rotated. From eq’u'ati;:m (3.18) one cohserves that for two dimensional
models, the theta dependent parts of the elements of Z have fixed phases.
Thus the €llipses degenerate to straight lines for the two dimen-slonall case.
Also one observes from equation (3.18) that the diaganal terms of the Z rhatrb‘c'
for the two dimensional case have no constant term. Thus thé straight line
representing the locii of ZX’x and Zyy in thé complex plane passes through the

origin. Figure 6 illustrates the general form of the locii of the elements of 2

I

in the complex plane for the two and three dimensional cases,

At the present time solutions for the general three dimensional
problem are not available. For this reason, it is usually desirable to find one
dimensional or two dimensional models that approximately fit measured data
which in general is of course three dimensional, It frequently happens that,
over some limited frequency range, measuréd data looks almost two dimensional;
that is, the Z ellipses almost collapse to straight lines and the diagonal terms
of the Z matrix are almost negatives of each other. This situation will occur
whenever there exists a horizontal direction along which the conductivity cross
‘section is nearly constant for a distance of several skin depths. Whenever
this situation exists, it is desirable to determine: the approximate strike direc—
and Z

tion and to éstimate the corresponding Z for compariscn with

TE
theoretical Z's from two dimeénsional models.

™

Several methods have been pro;aose‘d for estimating the principal
impedance axes [Swift, 1967] all of which ¢onverge to the correct result when
the data is actually two dimensional, From the .poi’nt of view of the impedance
ellipses, the most reasonable way seems to be to take

=7 *tgz .4
zTE,zTM Z, £ 2 (3.41)

where Zc; is the semi-major axis of the ellipse ZO(G) as defined in equation (3.36).
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This method vields the principal directions as the values of 8 which maximize

IZO(B) | . A little algebra will show that these values of 8 are given by the

equation
2(x %+ y,7.)
ton 40 = —E2 23— (3.42)
(er + YZ) - (K3 + _Y3 )

where X, and y, are the real and imaginary part'son.L respectively, with

Z, belng defined by equations (3.33) and (3.34). Incidentally, this method

gives the same result as Swift's method of finding the angle 8 which maxi-
2

2, 2 4o 2
mizes {Inyl + lzyx.l } or minimizes “Zxx] + [zwl }.

Having.thus obtained estimates of the principal axes of the
impedance matrix and the corresponding principal impedance values, it is
desirable to have some measure of how two dimensional ‘the: data actually is.
To accomplish this, there are two parameters that should be considered.
First, there is the ratio of the constant terms in the diagonal and off diagonal

elements of the Z matrix. In other words, the ratio 21/24 where Z1 and Z,

-are defined in equations (3.32) and (3.35). Second, there s the ratio of the

minor axis to the major axis of the. ZO_(G) ellipse. The magnitudes of both of
these ratios should be small compared to unity in order for the data to fit a

two dimensional model.

E. Use of HZ for Determining the Strike Direction

In the previous section, an indication was given as to how one

might estimate the principal-axes of @ measured impedance matrix which is

‘approximately two dimensional. However, no method was given for determin-

ing which axis represents the strike direction. This matter can be easily
resolved in terms of H‘z, the vertical magnetic field. Recall from equations
(3:2} through (3.9) that Hz, appears only in the equations for the TE mode.
Thus, with the x'-y' axes aligned with the striXe, as in section B of this

chapter,
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and

Il

) "l r
Hz, rTE b 4
In the x-y coordinate system, at an angle 8 from the x'-y' system

Hz = HZ = TrE Hx = rTE (H'xcos‘E} - Hy sin §)

H =H_ r;.cos 8- HY g SI0 0 (3.43)
Recall from eguation. (3.21) that for the general three dimensional model

»Hr’=rl‘ Hr. +rl HI
z ZXxx Zy Yy

so that
H =H'=r' H' +r H'
z 2 ZX X zy'y
=r' (H cos8-H sin®) +r' (H sinf + H cos @)
ZX % Y 2y X b4
=H {r' cos®+r' sinb) +H (' cosB -r' sinb)
X" zx zy y zy 2x
Thus
r =r'_ cos@+r' siné (3.44)
and
r =r' ¢cos6-r'"_ sin8 (3.45)
zy hAY zZX .

Comparison of equations (3.44) and (3.45) with equation (3.36) indicates tha} .
r andr like Z (8) trace ellipses in the complex plane as 6 varies.
2ZX 2y 0
However, the important difference is that the magnitudes of rzx and rz.y have
only one peak every 180° instead of every 90° like Zb(’B) . Furthermore, one
observes from equation (3.43) that in the two dimensional Limit, the angie 8
that maximizes Iox is the strike direction,

Thus, when measured data is approximately two dimensional, the

angle that maximizes |‘r2x| shouid correspond to one of the principal axes of
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the Z matrix, and so it ls possible to estimate the approximate striké difection

and the c¢orresponding Z’I’E and ZTM'
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IV. METHODS FOR ESTIMATING THE Z MATRIX FROM MEASURED DATA

Now that a considerable amount of attention has been given to the
forms of the 2 matrix for various classes of models and to possible interpre-
tations of Z, it is time to consider some methods for estimating 2 from

measured E and H field data.

A. 'I'l';e Gehneral Problem

Consider the equation

E =2 H +2Z2 H
X XX X Xy ¥

where Ex' H_. and Hy may be considered to be Fourier transforms of measured
electric and magnetic field data. If one has two irndependent measurements of

Ex' Hx’ and Hy at a given frequency, denoted by E 1 Hyl’ E.x~2' %2

}d 4
and I—Iy2 respectively, then

E xl Hyl
g = ijzv Hoa
XX H < Hyl
sz Hy2
and
Ha Exl
z _ sz ExZ
i ‘Hxl vl
HxZ HyZ
provided
HXIHYZ - szﬂyl # 0 (4.1)
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Equation (4.l1) simply states the fact that the two field measurements must
have different source polarizations. If the two have the same polarization,
they are not independent. ,

Since any physical measurement of E or H will include some
noise, it is usually desirable to make more than two independent measure-
ments, and then to use some type of averaging that will reducethe effects
of the noise. Suppose one has n measurements of Ex,' I—Ix, and HY at a
given frequency. One can then e.st“imate Zxx and ijyv_in the-mean square
sense, That is, define
* %

o K *
(E . -2 H -2 H ME -Z2 H . -Z H .
xXa XX X1 ¥ ¥yl X1 ¥ Xl xy ¥l

1

¢ =
i

)

(T Rt E

* i .
where Exi is the complex conjugate of Exi’ etc., and then find the values
of zxx and ny that minimize ¥, Setting the derivatives of ¥ with respect

to the real and imaginary parts of Z__ to zero yields

n
* — )
EH =2z ) HH +2
xi xi XX Xi Xi s’

=1 i=1 i=1

15

H H {4,2)

Similarly, setting the derivatives of ¥ with respect to the real and imagi-

nary parts of ny to zero yields

n n. n

JE H. =7 ) H_H +7Z_°) H H. (4.3)
L Txivyi wx L By yi  Txy ¢ yviyi
i=1 i=1 i=1

Notice that the simmations represent auto and cross power density spectra.
Equations (4.2) and (4. 3) may then be solved simultaneously for Zxx and
Zk.y" This solution will minimize the error caused by noise on Ex" It is
possible to define other mean square estimates that minimize other types

of noise. For example, if cne takes
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*® %

o E 2, B« 2y, s
V=) Gem -PYE (B w2 w)
i=l xx XX Z Z Y

the resulting solution will minimize the error.introduced by noise on H .
There are four distinct equations that arise from the various

mean square estimates. In terms of the. auto and cross power density

spectra, they are -
E E* = Z H E* + Z H E* (4.4)
XX XY ¥ X
EE*=Z I—IE*+Z H E* (4.5)
Xy XYy XYy Y ¥
EH* = 2 HH* + 2_H H* ! (4.%6)
X X XX X X Xy Yy x

and
EH* = Z2 H H* + Z H H* {4.7)
Xy XX XYYy

Strictly speaking, equations {4.4) through (4.7) are valid only

if EXE; p =EXE; , etc. represent the power density spectraf at a discrete
frequency w ,. In practice however, zij

frequency, and as such, EXE;, ete. may be taken as averages over some

are slowly varying functions of

finite bandwidth: This is fortunate since it facilitates the estimation of

the power density spectra.

B. Estimation of Power Density Spectra

There are a variety of standard techniques available for esti~-

mating E E* , E E* , etc., the auto and cross power density spectra,
severaI of Wthh w111 be conszdered here. In all the cases, it will be

assumed that the field components are given as sampled time sequences.
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1. One method that was frequently used in the past was that of
.using the auto and cross corre’latiqn,funcﬂons of the field components. This
method makes use of the fact that the Fourier transform of the auto correla-
tion function of a given signal is equal to the power density spectrum of that
" signal. Also the Fourier transform of the cross correlation function between
two signals is equal to the cross power density spectrum of the two signals.
Blackman ahd Tukey (1958} have considered in detail the various aspects of
estimating correlation func’gions and the corresponding powerdensity spectra
for sampled time sequences. They have given careful attention to the spectral
windows that result from truncating the time sequences and the correlation
functions. Hopkins (1966} and others have used this method for obtaining
estimates of@ ; 53;;; , ete. in magnetotelluric work. This method, when
compared with the ones that will be cénsidered next, has several disadvan-
tages. First it is more time consuming on the computer when many Cross
spectra aré needed. Second, it gives statistically correct results only
when the signals are sfca?tionary. Finally, it is more susceptible to error
from the side lobes of the spectral window when the spectra are not reason-
ably flat. Blackman-and Tukey suggest that this third disadvantage can be
circumvented to some extent by digitally prewhitening the time sequences
prior to computiing the correlation functions.

2. Another method for estimating the power -densgity spectra of
the field components begins by subdividing each of the time sequences into
several blocks. For each data block one computes the Fourier transforma-
tion-to obtain estimates of 'Ex(l.lj) . Ey (w), etc. Then one f,orms’ the products
ExE*x-, EXE; ., etc, Finally, for each frequency, one averages the products

over the several time blocks, thus obtaining time averaged estimates of

EE*,E E* , E H* , etc. This method is particularly well suited to small
XX X'y XX .
digital computers since only one time block of data needs to be stored in

memory at any glven time, and the blocks may be quite small compared:to the
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total time sequences. Also this method is especially useful for situations
where the signals contain noise bursts that are isolated in time. Such
noise bursts may arise from tape drop-out, system saturation caused by
large amplitude signals, or many other sources. Such noise bursts are
often readily detectable so that data blocks containing them may simply
be omitted from the time average..

3. Another method for estimating the power spectra that is
very similar to the previous one consists of feeding the original time
sequences into a bank of narrow band digital recursive filters spanning the
desired frequency range. The outputs of these filters are then treated the
same as the outputs of the block Fourier transforms of the previous method. =
This recursive filter method has essentially the same advantages as the
previolis method together with the additional advantage that it lends itself
quite readily to obtaining spectral estimates equally spaced on a log fre-
quency scale. This is because the recursive filters may be designed such
that they all have the same Q and have the appropriate spacing on the fre-
quency scale, Swift (1967) has used this technigue.

4. TFor the final method to be cons-idex:ed here, one begins by
Fourier transforming each of the entire time sequehc_es ; The products
EXE; . ‘EfxE; , etc. are then formed for each harmonic. Finally the products
are averaged over several neighboring harmonics to ébtain the desired band-
width. As far as computation time is concerned, this method is quite effi-
cient if one uses the Cooley-Tukey algorithm for fast Fourier transforms,

In fact, for a given number of multiplications, the s,pecfral windows obtain-
able by thils method are better than those ohtainable by any of'the other

methods considered here. (A detailed discussion of spectral windows is

included in Chapter V.) This method, like the last one, lends itself readily to

constant Q estimates ‘of the spectral density since. the.number of harmonics

averaged in each BPand may be made approximately proportional to the cénter
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'frequency of the band. The primary disadvantage of this ‘methed is that,

compared to the two previous methods, it requires a fairly large number of
storage locations; in general it requires- a large computer. Actuélly, in a
modified form which is not quite as efficient computationally, the Cooley-
Tukey algorithm is applicable to small computers. For a detailed considera-
tion of this algorithm, see Cooley (1965),

If then, by one means or another, estimates of the auto and
cross power density spectra are obtained, one can proceed to estimate the

elements of the Z matrix,

C. Estimation of Z from Auto and Cross Power Density Spectra
Consider equations (4.4) through (4.7). Under certain condi-
tions, these equations are independent so that any two of them may be
solved simultanedusly for Zxx and ny"_ Since there are six possible distinct
pairs of equations, there are six ways to estimate Zxx and ny_.- _For example,

the six estimates for ny are

(H _EX) € E¥) - me;)‘(E‘xE;)

zxy T — ———— ——— ' ‘(4'8)
- (HXE;)(HyE;) - (HxE;)(HYE;)
= (H_EX)(E_H*) - (H H¥) (EXE;?, _ “.9)
Xy H E*(H H*) = (H H*)(H E* o
H_EX) (Hny‘) (H HY) HEX)
= (,H,XE;)(EXH;) - (H}.{H;-J. (E-XE;) @.10)
Xy , e e R by '
: (HXE;_) (HyHy) («HxH‘y) (HYE;)
gy, - b T PR 1

(HXE;) (HyH;) - (H H¥) (HYE;)
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E: i W ENEHY) - (H HYEE) 12

xy *3 T} _ * e :
(HxEy) (HYH_Y} (HxHy) (HyEY)

and

_ (H_H*)(E_H*) - (H_H*(E H*

Z s XX XY Yy x X (4.13)

Xy 3 *y o " * Ty
3 XH;*Q (HYHY> (HxHy) (HYH;)

where Exy denotes a measured estimate of Z

It turns out that two of these ekxpressions tend to be relatively unstable for the

one dimensional case, particularly when the incident fields are unpolarized.

For this case E E* , E H* , E H* , and H H* tend toward zero, so that
XY XX Yvy XYy

equations {4.10) and (4.11) become indeterminant. The other four expres-
sions-are quite stable and correctly predict ny =E x-/Hy for the one dimen-
sional case, provided the incident fields are not highly polarized.

This same tHing is tfue of the other three impedance elements
Z ,7Z ,andZ . In each case there are six ways to estimate 2, ,, two

XX ¥YX YY 1]

of which are unstable for one dimensional models with unpolarized incident

fields. Alsoc in sach case the other four estimates are quite stable for any

reasonable earth model provided the incident fields are not highly polarized.

As was mentioned earlier, any physical measurement of E or H
will necessarily contain some noise, It is desirable now to consider how

such noise will affect the Z estimates defined above. Suppose that

E =E +E° 4.14)
b Xs Xn

E =E +E {(4,15)
y ys yn '

H =H.  +H {(4.16)
X X5 Xn

H =H +H (4.17}
' ys' ¥n
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where

Z H
ys yx Yy ys

andE ,E ,H and H are noise terms. If the noise terms are all zero,
Xxn' yn Xn yn

then the four stable estimates of each of the elements of Z are the same, and

On the other hand, when the noise terms are nonzero, the four estimates are

in general different.

Equation (4.13) for ny corresponds to the one that Swift (1967)

used., He showed that his estimates of Zi were biased down by random

noise on the H signal, but were not affectfed by random noise on the E signal.
Similar arguments for the four stable estimates defined above indicate that in
each case, two of them are biased dowﬁ by random noise on H and are not
biased by random noise on E (for example, equations (4.12) and (4.13) for
Exy) while the other two are biased up by random noise on E and are not
biased by random noise on H (for example, equations (4.8) and (4.9) for

Exy) . The effects of the noise are most easily seen for the one dimensional

model. For this model, if the incident fields are depolarized so that ExE*' .

E H* , E H*, and H H* tend to zero, then equations (4.8) and (4.9) for
X X YYy X Vv :

Z  reduce to
Xy

= * *
ny EEx / HyEx (4.18)

Equations (4.12) and (4.13) reduce to

Z _=EH*/H H* - (4.19)
Xy Xy' ¥y
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If one assumes that Ex and Hy are given by equations (4.14) and
(4.17) and the Eyn and Hxn are random and independent of the signals and of

each other, then the expected values of the power density spectra are

<E E*>
X X

]

<E E* > # <E E* >
XS XS Xn xn

<H H*>= <H H* >+ <H H* >
Y Y Ys Ys yn yn ‘

*
<H E*> = <E H*> =
y X Xs ys

<E_H*>
Xy

Thus, if the spectral estimates contain enough terms in the average so that
the cross terms may be neglected (i.e. ExsE::n , etc. are negligible), then )

equation (4.18) gives

E E* +E_E*
XS_XS XNn_Xn

E - -z 1+ E nfnse power ) (4.20)
Xy _H * be% E signal power
yS XS
and equation (4.19) gives
H* .
z - XS 'ys =7 /(H_g n$>1se1power ) 4.21)
Xy H H* + H H* Xy signal power
ys ¥S yn yn

Thus the estimate shown in equation (4.20) is biased to the high side by
random noise on E while the one in equation (4.21) is biased to the low
side by random noise on H. For similar percentages of random noise on
E and H, an average of tha various.estimates hopefully will be better... ..
than any one estimate by itself. Also the scatter between the various esti-
mates should be a good measure of the amount of random noise present.

In practice of course things are not quite this neat because the
assumption that the cross terms in the average power estimates are negigible

may not be valid. For example, terms of-the form Ean;n will not be
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negligible if the two noises are coherent. Such might be the case for certain
types of instrumentation noise or local industrial noise or 60 cps power line
noise. Also terms of the form ﬂwiﬂ not be negligible if the noisé is
coherent with the 'signal source.. Even if all of the noise terms are random

and independent of the signals and of each other, the cross terms may not

be negligible if the average power estimates do not have ehough‘degrees' of

freedom,
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V. NOISE PROBLEMS

As was mentioned in the previous chapter, any physical measure-
ment of E or H will include some noise. This noise may be in the form of
a constant blas caused by inaccurate calibration of the measuring system,
or it may be & nonlinear effect such as would result from drift in the
sensitivity of the measuring system. On the other hand many types of noise
are independent of the signal. These include such things. as.amplifier noise,
60 cps power line noise, digitizer round off noise, and, if the signals are
recorded in analog form, tape recorder noise. Also, there is always the
possibility of having source genérated noise. For example, if the incident
fields include some plane waves with horizontal wavelengths short compared
to @ skin depth in thé earth, the resulting surface fields may be represented
as containing nolse.

In any event one can always represent the measured field components
as sums of signals and noises as indicated in equations (4.14) through (4.17}.
The degree to which the, noise terms are independent of the signal terms
depends entirely upon the source of the noise. In the cases where the noise
terms are dependent upon each other or upon the signal terms, the effects of
the noise upon the Z estimates vary according to which estimates are used,
and according to which signal ang noise terms are coherent. No attempt has
been made to catalogue all of the various possible combinations of signals and-
coherent notses.

For the situation where the noise terms aré independent of each other

and lndependent of the signals, some interesting results can be shown.

A, General Incoherent Noise
As was mentioned in the previcus chapter, the various estimates
of the elements of the Z matrix. are biased either up by random noise on E or

down by random notse on H. This is caused by the fact that the auto power
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density spectra are in general biased up by random noise, while the cross
power density spectra are not.biased. For exarmple, suppose that

-

X S Xxn '
and
H =H +H ‘ ' (5.2)
_ y Ve yn
where
E¥ > = 0 N (5.3)
X5 X¥n ) .
<H H >=0 (5.4)
ys yn
' * r— .
< EanYn> 0 ‘ (5.5)

and where the brackets < > denote "expected value of," Clearly, for this

situation
<E E¥> =<E E' >+<f E* > (5.6)
X X XS XS Xn xn :
<H H*> =<g H* >+<H H* > {(5.7)
y v Y53 Y8 yn yn
and
<E H*> = < H* > (5.8).
X'y Xs ¥s : _ -'

Equation (5.8) implies that the cross power can be estimated o any arbitrary

degree of accuracy by measuring the fields for a long enough period of time.

On theé other hand, equations (5.6) and (5.7) imply that the estimates of the

auto powers will be biased regardless of the length of time that the fields are
meastred.

These ideas lead one to consider an alternate approach to the
problem. Suppose that one performs two simultaneous independent measure-

ments of one of the field components, say Ex If the results are
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xl “Txs xnl

and
= +
Ex2 Exs Exnz
where .
<E_E* >=0
xs xnl
<E E*¥ _»=90
XS xXn2
and’
%* > =
x‘nLEx_nZ 0
then

<E E* > = <E

“xlTx2 XS XS

(5.9)

(5.10)

(5,11)

(5.12)

(5.13)

(5.14) ‘

Equation (5.14) implies that the Ex auto power density spectrum can be estimated

to any arbitrary degree of accuracy from two simultaneous noisy measurements

of Ex if the measurements are taken for a long encugh period of time and if the:

noises on the two measurements are independent.

In general, if one has doub'le measurements of either-the two tan-

gential components of E or the two tangential.components of H,- oné:can obtain

estimates.of the four elements of the Z mutrix that are not biased by random noise.

B.. Numerical Noise

At this time consideration will be given to several specific types

of numerical noise. The term numerical noise as used here refers to any noise

that is artificially injected into the signal when the latter is sampled for

numerical processing.

1. Perhaps the most commonly recognized forth of numerical nolse

is that-which {s usually referred to as aliasing.

In accordance with the samp-

ling theorem, if & continucus function which is sampled at a rate fo has any

frequency components greater tha}n the Nyquist or folding frequency (equal to

fo/z) , these componénts will be lost from the sampled version of the function.
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If any spectial analysis is performed on the sampled function, the lost fre-
quency components will appear folded down into the desired spectrum, and
will of course represent noise. Since aliasing is a well documented and well
understood phenomenon, nothing more will be said about it here except to
note that anyone who deals with magnetotelluric data or any other form of
sampled data should be aware of it.

| © g, The next type of hoise that will be considered here is round off
error on the enalog-to-digital converter. This type of noise arises from the fact
that the A-D converter has only a finite number of discrete levels. Typically
the si_gnal, passes through many levels between vsample-"pom‘ts. For this reason,
the noise can be characterized quite well as a sequence of independent random
variables-with amplitudes:ranging from ¢/2 to -¢/2 with g flat distribution where
e is the distance between adjacent levéls on the A-D converter. Thus the nolse
spectrum will be flat. The total noise power for 2m data pbi‘nts will be

; 1 &%, 2.
Total Noise Power = - S x"dx = ¢ /12 (5.15)
~-e/2

Since the .spuec‘trf-urn is flat, the avé_rage nolse power per harmonic would be
3’2/-12m for m harmonics. If the signal spectrum were also flat, the average
signal power associated with each harmonic would be about (Ms)z/lzm where
M is the number of digitizer levels that c:orrv,e‘.s;_:o‘nds» to the maXimum peak to
peak amplitudé of the signal. Thus, the signal to noise ratio would be on the
order of Mz. In practice,. it frequently happens that the signal spectrum is not
flat. In thls case the expected signal to noise level for a given harmonic is

about
2 __Signal power in harmonic
Average signal power per harmonic

2  Signal power in harmoniec
Total signal power

= M {5.16)
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if 'there is a total of m harmonics.

As an experimental check of the digitizer noise, the following
was done, A,_f:_ypi(:al set of actual magnetic field data was selected. It was
Fourier transformed, and each harmonic was multiplied by a theoretical Z
computed from a typical Layefe'éi model; . The resulting theoretical E was
Fourier transformed back to the time domain and digitized; that is, rounded
off to & given number of significant bits, The resulting E together with the
original H were used to compute an apparent res‘is‘t‘ivity versus frequency
curve, Figure 7 shows the individual harmonics of the true E power density
spectrum along with the. expected digitizer noise levels for eight and twelve
bit digitizing. Figures 8 and 9 show apparent resistivity versus frequency for-
the individual harmonics for eight and twelve bit digitizing together with the
true Py computed from the assumed model. Figures 10 through 12 give the
correspondlng results when the power dens.ity spectra are first averaged in
bands of constant Q. From these figures, it is seen that, as expected, the
apparent resistlvities computed from the individual harmonics have random
scatter when the signal power is not sufficiently large compared to the noise.
Also as expected, the apparent resistivities computed from the averaged power
estimates are 'bi.a:sed to the high side by random digitizer noise on E. These
experimental resﬁllts are consistent with the theoretical discussion of digitizer
noise. )

3. The next type of numerical noise that will be considered is
that which results from truncating the time serieé to a3 finite length T. Suppose
that one of the field components has an amplitude that is described by f(t) for

all time. The Fourier transform F{w} is then given by

Flw) ='S £y ot 4t ' (5.17)

It ls then desired to approximate F(w) by F(nwo)f a Fourier serles representation
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of f(t) over some time interval T.. Thus

_ T/2 ~jnw_t
Flaw) = S (e © dun=07%1,%2,... (5.18)
-T/2
where W, = 21/ T.
Notice that
T = § oaw T a 7 (5.19)
-

where d{t) = 1 for |[t| < T/2 and d{t) =0 for |t | > T/2. Thus, from the
convolution theorem

P(nw‘o) = S F(w) D(nwo— w) dw ' {5.20)

‘where

Dw) = S a) & gt

oy ~juwt
= e 7® at
-T/2
_2n S
W (rrw/ wo) (5.21)

Dfw) is dsually called the spectral window since the observed spectrum }'-(w) is
equal to the true spectrum F(w) convolved with D(w}:

The spectral window defined by equation (5.21) is actually not very
desirable since the side lobes go off only as 1/w. A better window, usually

known as the Hanning window is obtained by letting

L5+ 8coswt v |t] < 1/2

ot ={ 0 ot > T2

(5.22)
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Then
T/2
D(w) = S (.5+ .5 cosu t) e

-1/2

—iwt
IO 4t

2 _
u;o sin (mp/wo)

2 2
u.l(u;o -w")

(5.23)

The main lobe of this spectral window is twice as wide as the main lobe of
the previous one; however, the side lobes go off as l/wa. The two windows
are compared 'in figure 13.

One could define windows that have evén smaller side lobes: ’
howéver, they would necessarily have wider main lobes, and as will be seen
later, this is not desirable. The Hanning window seems to be an adequate
compromise between main lobe width and side .1obe height.

One is then faced with the fact that any physical estimate of the
power dénsity at a particular frequency w is necessarily a weighted average
of the true power density over a band of frequencies, the weighting function
being the spectral window Diw). If the impedance function that one is attempt-
ing to estimate does not change significantly over the bandwidth defined by
D(w} . then the estimate will not be corrupted by the truncation effects.. In
bractlce, however, the impedance does change some so that there will be some
truncation noise. The problem is particularly severe if the power density -
spectra have resonant peaks or other steép slopes. If one is attempting to |
eétimate‘ the power dansity near the bottom of & steep slope, the contributions
from the side lobes of the spectral window may be significant compared to the
contribution from the main lobe. This effectively *br_oaden-s the bandwidth over
which the impedance function must not change. '

These considerations lead one to inquire into the spéctral behavior
of the E and H fields used in magnetotelluric surveying:. One would hope that

the general shape of the spectra of the Incident E and H fields might be more
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or less independent of time and space cocrdinates. If this were the case, then
the measured total H field, which is close to twice the incident H field, would
also be reasonably stationary with réspect to time and space coordinates, and
hence it could be prewhitened. On the other hand, the total E field is a
strong function of the local conductivity structure and hence, although it would
be stationary with respect to time, the shape of the spectrum wp‘uid change
.f'rom cne location to the next as the conductivity structure changes. But still,
the surface impedance Z is a well behaved function of frequency and as such
one would expect that if the E signals were passed.through the same filters as
were deslgned to prewhiten the H signals, the resulting filtered E signals
would have a reascnably well beéhaved spectrum. This, in general, turns out
to be the case. Actually, as is indicated by equations {2.16) and (2.27), Z
tends on the average to be proportional to the square root of frequency so
that an optimum filter for E would differ from the H filter by a factor of 1/Vw,
With these ideas in mind, a study was made of the spectra of
some actual H field data recorded in central Texas. Figures 14 and 15 give
composite plots of HX and Hy power density spectra obtained from 104 different
data samples recorded at five different sites ln central Texas. This data was
recorded by D. R. Word, -and a magnetotelluric interpretation of the data is
glven by him (Word, 1969). From these figures it is apparent that at least for
the locations and times involved here, the general shape of the H power density
spectra is fairly well defined. However, there are some definite resonant peaks
(for example, around .07 ¢ps and arouhd 2.5 cps) that appear in some cf the
spectra but are absent from others. These results are consistent with those
obtalned by cther investigators (Hopkins, 1966), (Bleil, 1964). It is believed
that if the analog H. signals are prewhitened according to the general trends
shown in figures 14 and 15, the Hanning window can be used without encounter-
ing any side lobe difficulties except perhaps immediately adjacent to the

observed resonances.
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In order to get an estimate of the effects of truncation upon the
individual harmonics of the Fourier spectra, consider the following problem.

Assume a one dimensional case with
E{w) = Z(w)y Hiw) .

Suppose that the H signal is prewhitened with a filter that has a response
FH(w) , and the the E signal is passed through a filter whose response is
PE(&J) which may or may not be thé same as PH(w) . Assume that the outputs
of these filters are Ho(w) and Eo(u;) respectively, so that

m _ Eo(w) ' FH(W)
H(w) Ho (w) F . (w)

Z(w) = (5.24) °

Then define
Eo(w) B Z(w) EE(w)
- H_ () - Frpfe)

(5.25)

Thus G(w) is the ratio of the prewhitened electric and magnetic field signals
and will be equal to Z(w) if the two prewhitening filters are the same. If the
prewhitened signals are then sampled and a Fourier series anaiysts is per-

formed on each, the results will be

E(nwo) = S H (nw_- w) D{w) dw (5.26) .
and -;
E(nwo) = S Eo(nwoﬁ w) D{w) dw
= S H (nw_-v) Glow - w) D) dw (5.27)

whare D(w) is again the spectral window used. If G were constant.over the
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width of the window, then one would have

-E-(nwo) G(nwo) S Ho(nwo— w) D(w) dw

G(nwo) E(nwo)

(5.28)

the desired result. In practice, however, G usually varies some. Suppose

that in the neighborhood of-nwo, G can be ;epresented by the first two terms

-

of a Taylor series expansion. Thus

G(\) = G(nwo) + (A - nwo) G'(nwo)

where :

G'(w) = d_g_((”_)_

If one lets \ = nw_ - w, equation (5.29) gives

G(nwo— w) = G(nmo) - wG‘(nwo)

Putting this into equation (5.27) gives

E(nwo) = S Ho(nwo- w) [G(nwo).- wG'(nwo)] D(w) dw

= Glow) E(nwo) - G'(nwy) S H_(nw_- w) D(w) wdw

If one then defines

E(nwo) =E (nu ) /E(nwo)
and

error = [a(nwo) - G(nwo) 1/ G(nwo)

then from equation (5.32)
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S Ho(nw(')- w) D{w) wdw

a(nwo) = G(nwo) -G' (nwo) = (5.35)
S Ho(nwo- w) D(w) dw
and © )
H (nw > w) D{w) wdw
G'(nw_) _§’ ° °
error =- G <)) (5.36)
W -

S Ho(m.uo - w) D(w) dw

Assume now that the integrals in equation (5.36) can be approximated by sum-

mations of the form

H(nw ) = S H_(nw_- ) D(u) dw
-®
m
=Z H, D, (5.37)
i=-m
where
Hon,l= Ho(nwo— iaw) (5.38)
and
{_n .
L Di =1 (5.39)
i=-m
Then

W(nwo) = S Ho(nwo- w) D(w) wdw

0 (5. 40)
m
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where 0 is the maximum value of w contrlbuting to the integral. That is,
w = corresponds to { =m

Assume that for any fixedn, H are a .sequence of 2m+1

on,i
independent complex random variables whose components have normal distri-
butions and zero means. Also assume that the original H signal was pre-

whitened enough so that over any given band, the expected value of the power

density is constant. That 'is,

2

g * > = . 1=, '+ 2 ... %
qjon,lan,i on ;1 =0, .1, 2, m (5.41)
Since Hon i are assumed to be independent and have zero means,
< > =0. i
Hon,i 0 . (5.42)
and ,
v . R
Lo > = . &4 .o
<Hg, (B34 0 t#j) ", (5.43)
Since Hon i are complex normal random variables, E(nwo) and W’(nwo) , which
are linear combinations of Hon X must also be complex normal random variables.

Consider the statistics of H (nwo) and W(nwo) .

| <ITI(nwo)> B <§:1 Hon 1D1>
1=-7in '
-
- 2 <Hon,1>Dt
i=-m
= 0 : : (5.44)
<H(“‘”)H (“‘”)>—<<2 Hon 1)(2 Hon '. >>

i=-m j=-m

(Eq. cont'd on next page)
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n,i on,j
f=-m j=-m
L 2
= * >
Z Di <Hon,1Hon,i
i=-m
2 iy 2
= % Z D, . (5.45)
i=-m
m
- iQ
<me)>=<z H D —>
(o] on,i i m
i=-m
Q m
=2 Z <H _>D i
m on,i i
i=-m

=0 (5.46)

m m
<\T/’(nwo)w*(nwo)>=<<z Hon,iDi %)(Z HZn,jD =
J

jm
f=-m =-m

Q'z m m .
(E) z Z DiDj ij‘q'lorx,ilbiorl,j)

=-m j:—m

2 m
@ § e
| i=-m
<H(nwo)W*(nmo)> =<( Z Hon,iDi><z Hgn,jDJ' jm_>>
=-m j=-m

(Eq. cont'd.)
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T m 2 D1D3<Hon,iHon,]>
1.=_m j =-m
Q 2 L 2
= o z i D, (5.48)
i=-m .
If the spectral window D(w) is an even function of w, then Dl2 = D_zi and
m -
Z 1D12=0 (5.49)
f=-m
so that
<§(nwo) W( nwo)> =0 (5.50)

Thus, H (nwo) and W(nwo) are independent complex normal random variables
with zero means and with variances defined by equations (5.45) and (5.47).

A standard exercise in random variable theory indicates that if two
random variables X and Y are normal and independent with zero means and

equal variances, then the function

/a
v =yJx2+y?

has a Rayleigh distribution (see for example, Papoulis, 1965). Since T—I(nwo)
and W(nwo) are complex normal random variables with zero means, their
real and imaginary parts satisfy the conditions of the above exercise. Thus
Iﬁ(nwo)l and IW(nwo)l must have Rayleigh distributions.

Another standard exercise in random variable theory indicates

that if
V= XY
then the distribution of V is given by
© v . o ©
Fv(v) = S g fxy(x,y)dxdy+S. S fXY(x,y) dxdy (5.51)
lo) —@ - yv
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where fXY(x,y) is the joint density of X and Y (see Papoulis, 1965). If X and

Y are independent and have Rayleigh distributions then equation (5.51) becomes

® v .
F,(v) S ir fX(X) fY(y) dx dy
' o o©°

fY(y) Fx(yV) dy

I
o g

® v -y2/2a; -(yv)2/2aj
= S 5 e [1-e ] dy
PO
=1- _i—a_Z (5.52)
A
1+(7)
x

where a}f = <X2> and c.y2 = <Y2>.

Now recall that |ﬁ(nwo)| and |W(nwo)| have Rayleigh distributions.

From equations (5.45) and (5.47)
m

— 2. 2 2
<|H(nw)|> = o z D, (5.53)
1=-m
and 2 m
— 2 Q 2 2_.2 :
< > = —
|Winw )| (2) o z 1 D] (5.54)
{=-m
Also, from equations (5.36), (5.37), and (5.40),
G(nw )-VT/(nw )
| error | e 9 (5.55)
G'(nwo) H(nwo)

Recall that Fv(v) is by definition the probability that V < v. Thus, equations
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(5.52) through (5.55) combine to give

, 1
P{|error| s ¢} =1 - — (5.56)
: Glnw ) |
o] 1 2
1+ (e G'(w ) ' K)
N .o
where m )
) D
l:- .
K2 = zm it (5.57)
Q 2_2 ’
(m) i i Di
i=-m

and where P{X} denotes the probability, then X occurs. Recall from equations
(5.37) through (5.40) that the summations arose as approximations to integrals.
If one now lets m = « and passes back to the integral formulation, equation.
(5.57) becomes ®
S Dz(w) dw

2 -® ' '

K = —w 2 2. (5.58)
S w” D*(4) duw

Since D(w) has been assumed to be an even function of w, and since
P{|error| >¢} =1 - P{|error| s ¢}

one has from equation (5.56)

1
P{|error| >¢} = = (5.59)
: 2

) Glaw ) S D(w) "~ dw
l+e o | &

zG'(nwo)g ® 2

g w” D(w) "dw

o

If D{w) is a block window of width BW, equation (5.59) becomes
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P {|error| > ¢}

2 ,
1+ 12¢ ' G(nwo)
(BW) 4 G'(nw)
or )
P{|error] >¢}= (5.60)
w G(nw ) !
1+ 12¢ AG(nw ) f

where AG(nwo) = G'(nwo) + BW = change in G(w) over a band of width BW around

nw . Similarly, for the Hanning window with

2
i u’o
D(w) = Sin -(;J— ( ——-—'2—) (5.61)
o ww -w)
o
one obtains
1
P{ |error| > ¢} = > (5.62)
2 J|
1 + 3 ! Gl
w 2 | G'(nw )
o)
It has beén observed that for one dimensional models
dlogo_(w)
1 -8 1
> dlogw S5 (5.63)
Now if one uses the same prewhitening filters on E and H
|G| = |z | = Jou/o_{w (5.64)
and it follows that ' ’
1 d log|G(w)| 3 '
4 ° dlogw - 4 (5.65)
or
d log|G(w)| w _ diGw| _ 3
= g - : .
dlogw | G(w) | dw 4 (5.66)
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or, for the worst case

- G(nwo) 4nwo
Glmw)i 3 (5.67)
: o
Thus, for this case equation (5.62) becomes
| 1
P{|error] > ¢} = e 2 2 (5.68)
1+ _é— n e ‘

Equation (5.68) indicates that, as expected, the probability of the
error being greater than ¢ goes down as ¢ increases. Also, as expected, the
probable error decreases as n, the harmonic number, increases. The latter
result is expected since |AG(w)/G(w)| should be proportional to the percentage
bandwidth of the window, which in turn is inversely proportional to the harmonic
number. The results of equation (5.68) are summarized in figure 16.

It is doubtful that the results shown in figure 16 are useful quanti-
tatively because of the assumptions made about the form of Ho(w) , the pre-
whitened magnetic field signal. In particular, it was assumed that
UI?'IO = <Ho(w) Ho(w)*> is independent} of frequency. In practice this is not
attainable since, as noted earlier, magnetotelluric signals are not really sta-
tionary.

In order to get some type of estimate of the effects of truncation
upon realistic data, the following experiment was performed. A typical set of
actual magnetic field data was selected. It was Fourier transformed using the
Hanning window, and each harmonic was multiplied by a theoretical Z computed
from a typical layered model.. The resulting theoretical E was Fourler trans-
formed back to the time domain. This E, together with the original H, were
truncated to some fraction of the original length. The resulting truncated E
and HAsignals were Fourier transformed, and apparent resistivities were com-
puted from each harmonic. These apparent resistivities were then compared

with the true apparent resistivities for the assumed model.. This experiment
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was repeated for several different models with several different original data
lengths and several different truncated data lengths. The results showed a
very definite trend. In each case, the apparent resistivities computed from
the first eight to ten harmonics were significantly in error. The higher
harmoﬁics showed very little error. The amount of error on the first few:
harmonics depended significantly upon how white the spectra were; the
' whiter spectra had less error. Figures 17 and 18 show the results of a
typical run. Figure 17 shows the individual harmonics of the spectrum of a
truncated H signal. Figure 18 shows the corresponding apparent resistivities -
along with the true apparent resistivity curve for the assumed model.

These considerations lead one to believe that the first few har-
monics of a Fourler spectrum of typical magnetotelluric data are likely to be

corrupted considerably by truncation error.
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VI. CONCLUSION

The methods of analysis discussed in the foregoing chapters have been
implemented in a digital computer program constructed by the author for use on
the CDC 6600 computer at The University of Texas Computation Center. This
program estimates the power density spectra of sampled E and H-signals by
computing the Fourier transforms of the sampled data using the Cooley-Tukey
algorithm, and averaging the resulting auto and cross powers_in frequency bands
of constant percentage bandwidth as discussed in Chapter IV, Section B.4. The
Hanning window discussed in Chapter V, Section B.3 is used for the Fourier
transforms. The elements of the Z matrix are then estimated from the power
density spectra using the techniques described in Chapter 1V, Section C. The
principal axes are then determined in accordance with the discussion in
Chapter III, Sections C and D. Also the approximate strike direction is deter-
mined from the vertical magnetic field as discussed in Chapter III, Section E.
As diagnostics, the tensor coherency mentioned in Chapter IV, Section C, and
the two-dimensionality parameters mentioned in Chapter III, Section D, are
determined.

This program has been used extensi\)ely for analysis of magnetotelluric
data recorded in central Texas by Darrell Word. Samples of the results are
given by Word (1969). For most of the data analyzed using this program, the
resulting surface impedance estimates have been consistent and repeatable.

In areas where the geology is reasonably one dimensional, these surface imped-
ances have been successfully interpreted in terms of horizontally layered models.
The resulting resistivity profiles have agreed quite well with independent obser-
vations such as resistivity well logs in cases where the latter have been avail-
able.

' In areas where the geology is more complex, particularly where it is
highly three dimensional, interpretation has not been so successful. However,

even here the surface impedance estimates have been fairly repeatable. Thus,
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it is believed that now, perhaps for the first time, the surface impedances
have been measured more accurately than they can at present be interpreted.
For this reason, it is believed that future contributions to the science of

magnetotellurics must come in the area of interpretation.
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Fig. 5 Relative Orientation of x'-y' and x-y Coordinate Systems
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o NOHLINEAR ELECTRICAL PROPERTIES

G R. OLHOEFT
U S Geological Survey MS864, Box 25046 Federal Center, Denver, CO 80225 USA

L2 i
 ABSTRACT ’
) Electrical properties bacome nonlinear in several different ways due to a varlety
. of mechanisms and processes. In naturally occurring materials, nonltinear behavior
":is dominantly caused by the charge transfer reactions accompanying either oxidation-
" reduction processes or ion-exchange processes. ‘Since most nontinearities are L
.. . directly caused by specific chemical phenomena, nonlinear electrical properties
may -be used in the remote measurement of v=ochenical activity within the earth.
Applications through borehole geophysics include the determination of geochemical
—information during solution mining of minerals, monitoring ground water chemistry
- ‘for leaks around nuclear waste repositeries, and meastring the buildup of clays -
" and similar alteration products that may ciog pores in geothermal systems.

'

‘ -
~INTRODUCTIOH S -

j! Electrical properties are useful in the earth sciences in a wide variety o7 ways

. as they are one of the easiest of all ph/swca1 properties to mea sure and they are

- one of the most sensitive to changes in material or envircnumentzl parameters (Keiler
”ﬂfand Frischknecht, 1966; Olhoeft, 1976). The extreme sensitivity of some electrical
Jpropcrties to small changes in a wide variety of paramcters s sometimes a probiam.
fAs an éxample, a volcanic material like basalt may exhibit an electrical resistivity
’iat a frequency of 1073 Hz which is 1012 ohm-m when vecuum dry at room temperature.
:1That same material will have a resistivity of 103 ohm-m if it is saturated with a
Jffcw weight percent water or if it is raised to a temperature of 700°C or if it is
'fmeasured at a frequancy of 105 Hz. A few woight percent clay or a single monolayer
.‘of adsorbed water can alter the Tow frequency resistivity by an order of magn1tde

wh1]c not altering the high frequency resistivities at all. ;.

- To address the ambiguous and multiple nature of electrical properties,

:l'investiqators measure the widest possible number of electrical parameters as
functions of var'ab]e' that are easily controlled by the expcrlmaner Typically
ths involves the use of frequency of measurcment as a variable. ;

In the frequency domain, the electrical properties dcscrwb;ng a systom response



relate the input (or stimulus or excitation) te the output (or response) of the
fsystem by a multiplicative factor, the transfer function of the system. If the -
input to the system i§ an'e1ettr{Ca1 field gnd the output is current density, then
‘ the transfer function is the compiex dlactrical conductivity. If the input is
current density and the output is electrical field, thén the transfer function s the
complex electrical resistivity. The complex eléctrical resistivity and complex
:'eTéCtrTcal conductivity are reciprocals of each other and are further discussed in
.- the appendix. S
The equation relating the input and output of a system is called the systen R
t;equagiqn. If-all the derivatives of the input and output in the system equation
_.are raised to the first power dnly and thére are no products of derivatives, -then
“'Ithe system is said to be 1ingar. Matheiatical properties of lincar systems: include
'additivity and homeoeneity {together called superpositicn) which are discussed in
. detaf) in Cooper and McGillen (1967}. These mathematical propéities of linearity
résult in tio medsurable properties of linear systems: 1) the transfér function of
a linear system is irdependent of the amplitude of the “input to the system, and
Zj'the output of a linear system cehtains no new harmonic content that did not
~ appear in the input to the system. In the latter case, if the input to the linear
system ¥s & pure sine wave, then the ocutput contains rips harmonics. i“
~ In addition to inearity, systems are described as bo1ng causal or acausal and
:by be1ng 1ntegrab1v transformable or not. Causal systems have outputs which are
‘1ndependnnt of future values of the input. A1l physically realizable systems areé
_“_causa] ( they cannot preditt the future). A system which is linear may be o
;ainteénabjy transformablé. The integral transforms of the input, output, or system
"traanEr fungtion do not exist unleSs the integials are convergent (Sneddon, 1672).
ﬁost physically realizable waveforms are convergént in this sense, and it is always
poqs1bie to choose: the input to a system such that thé input and the output azre
~ihoth convergent. - ‘ 14
_1 The integral transform of a causal funcltion has a time function that s 1;
comp]ete]y specified by either the real or the imaginary part of thé trahsform (sée
— uerlvdb1on in Lafdau and L1T\hluz, 1qf0) Thus, the real and imaginary parts. and
the amplitude and phase spectra of the tvans?er'function are related to each other,
‘;fne relation betweeén the real and imaginary: pards is ca11ed the Hilbert tronsform
‘Jor the Kramers-Kronig relations (Landau and: Lifshitz, 1960). 1If the real and
(imaginary parts of the transfer functién do not obey the Hilbert transform and thc
iginput vias chosen to give a convergent infiut and output, thenm the system is pither
‘—jacausal or nonlinegr. As all physically realizebleé systenis must be causal, such a
: system pust then .be nenlincar. :
i As ‘a conscruence, there are two additional measures of non]1near1L“ 3) the
‘tiansfor function of a system dm the frequency domain is the Laplace transform of
the impulse respanséd of the system in thé time domain (soe Conﬂerfand HeGitlom,


http://then.be

1967), and 4) the real and imaginary parts of® the transfer function are a Hilbert
?transform pair., In practice the third measure of linearity is. very difficult to
" ottain as the impulse response is difficult to measure direct?y. However, .a similar
_Ltest-may be performed uSing the $hep resfionse or byuméasufihg and comparing the
transfer functions of a <syStem neasured by using twg very différent wavéfarms of
- input (such as a sine-wave versus a triangular-wave). In linear systéms, the
“‘transfer function is independent of the form of the dnput. 5
ﬁ; Thus, there are four methods of measuring nenlincarity in an e1ectr1ca] system
! 1) Heasure the eledtrical transfer function at two or more different values of
"input signal amplitude. A rmeasure of the nonlinearity is the derivative of the

transfnr function with respect to amplitude of input. HNote that the transfer

--.function is a complex quantity and that amplitude and phésé spectra may be e

~—.total-harmonic-distortion (THO) and is a measure of nonlinearity.

Tjindependently nonlinear. i
" 2) Measure the harmgonic content of the input and output of the systém. The .
'yoot-mean-sq ware (RMS) difference hetween the harmonics in input and output is the
3} Measure the transfer function using a sine-wave and a triangular-wave input.
- The difference betwken the resultant transfer functions is & measure of nontinearity.
‘f &) Heasure the frequehcy dependence of thé transfer function. Use the Hilbert

T :transform to generate new real and imaginary parts of a synthetic¢ transfer function

-from the imaginary and real parts of the measured transfer function. The differences
‘between the derived synthetic and the original measyred transfer functions .are
" measurés of nonlinearity versus frequancy. P
nf Further, these four generalized measures of ncénlinearity may appear in L
»Edafferent Ways. It 15 po:s1hle to have a complex transfer function with an
”Eamplitgdﬁ nenlinear1ty (the amplitude or magnitude of thé transfer furction varies

__i;with the amplitude of the input) but without a phasé nonlinearity (for example,

-rif the nonlinearities in the real and imaginary parts of the transfer function
’@cance?). It ¥s also possible to have a sysiem which rexhibits the Tirst two types
oF nonlinearity {emplitude and harmonic), hut does not exhibit the last type of

—inonlirearity (Hilbert). The reverse is also possible and has Leen found to be
F T

1,

~teommon in clay minerels.,
=1
.1‘

,:EXGAPLES )

i R N

-1 MNonlinzar electrical properties have been studied for a nuinber of years by
" electrochémists throuvgh a variety of techniques, including polarogranhy, cyclic

., voltanmetry, and others. These techniques aré discussed in textbooks such as

Bockris and Reddy (1970), Fleet and Jee (1973), Huriberg {1974}, Galus (1876),
Mntropov (1977}, and others., The best known of the nonlinear procgsseés s that
accompanying charge transfer during oxidation-redyction veactions (for a geneval

discussion of charae transfev, see Mathows and Bockeis, 1971).



The litiedr equation describing eleclrical properties is Ohm's law, givéﬁ by
J = oF (see appendix)

1

" ‘where J = current dénsity

E = electric field strength £”

and ¢ = elegltrical conduttivity (tFanster function betweeh € and J). {

", The oxidation-reduction reaction carfying charge across an interface between a

:jsolutian and an electrode is given by the nonlinear Butler-Volmer absolute rate
e Equiatidn ) ‘ o
: 3= ¢y FOE c, o (1-8)G4E : !i

_fwhere Ci = Vafious t0hstant5 inyolving chemical parameters such as diffusion {
. coefficients, concehtrations, kinetics, and so forth }~

coe and 8 = anodic transfer coefficiedt. .
_iThe details of the cgefficients are unimportant fér the pubposes of deseribing how
. nonlinear behavior appears (for further discussions seé Sluyters-Rehbach and
~VS1uyters, 1870; or the ekéctrochemistTy textbooks‘re?erenced.abéué}.
. Thé Butler-Volmer type of equation yields electrical propertiés which are not
only nonlinear, but are also complex, frequency dependent, and asymretirical with
-- respect to the polarity of the input. The properties way become linear for very
“jsma]} perturbations of E, for frequehcies of input that are higher than the speed
“H;~nf;reactian¢ angd for conditions which may bé diffusion 'or otherwise Timited. The
. properties may be asymmetrical if the constants in thé equatitn abe not equal for
~ the afodic and cathodic terms, or if the anodic (reduction) process is not
_m:icompletely reversible during the cathodic {oxidation) process, or if the system f_
wfstores gnergy and éxhibits memory (a dynamic system) differently for thé anodic

- process than for the cathodic process, i
: Figure 1 illustrates thé plot 6f Current versus electric potential across a ';
“;:épyrite/watgr interface. In hoth parts of the figure, the sample is in a three-
-%termina1 sample holder similar to the corrosion cell of Peters {1977) with 0.1 molar
’?Naﬁ? aquedus solution at a pH of 7. The driving waveforn is a singwave with the  ‘
_;Ei1Tustra¢ed Lissajous patterns procgeding in a clockwise divection. The dotled
-~ -1ipes are the dctual wavetTorms recorged by a digital oscilioscope while the solid
“;liﬁe in Figiive 1b s a model it based upon the-Bﬁtier-Vo]marieqUatioh (cffset
f;for cTafftg). ;i
.§ Figure la illustrates-the pyrite with a freshly polished surface at & frequehcy
© of0.1 Hz and a currént density ¢f 0.085 A/w?, Tach change in slope or distortion
:of the pattern relative to an ellipse is indicative gf a specific chainical reaction.
Reactions occur at specific potentials acvoss the interface (Milazzo and Caroli,
" +1978), and if the current density is not high enough to ‘generate the required
' potential theh the reaction will not occur. Similarly, reactions praceéﬂ at
specific rates {determined by either the reaction kinetics or the sppeds of
"diffusion, see Arvia and Hareliano, 1971, and Berngsconi, 1976}, and if the
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FIGURE 1: Fiocure 1a (left) illustrates the Lissajous pattern of current density
{vertical axis) versus electrical noiential (horizontal axis) across the pyrite-water

.- interface with a 0.1 molar [aCl aqueous solution. The cross marks zero curient and
. zero potential. The frequency is 0.1 Hz at a maximum current density of 0.085 A/m2.
-Fiqure 1b (right) illustrates the same semple and conditions as part la except a

_frequency of 0.01 Hz and a current density of 0.008 A/m2. At this current density,

only cne oxidation-reduction coupic is nresent. The dotted curve is the actual

- digitized data while the solid line is a mod21 fit based upon the Butler-VYolmer
“equation. The two curves are offset for clarity with broken horizontal bars through

each indicating zero current. -
1

£ -

frequency of excitation is too high, the reactidn will not occur. In either case

tof too low a current density or too high a frequency, the system becomes linear.

Figure la i1lustrates several reactions occurring with the lower left quadrant
(anodic) of the plot reducing the sample and genersting hydrogen gas while the
upper right quadrant (cathodic) is where the sample is oxidized and oxygen may
be evolved. Figure 1b illustrates the same sample at a lower current density and
a lower frequency where only one reaction couple is activated. The opening of the

«~loop in the oxidizing quadrant indicates that the sample either resists bezing

“ioxidized or the oxidizing reaction is diffusion limited. As the plot does rot
g

: change upon stirring the solution, the sample must be resistant to oxidation. The

lower left reducing quadrant illustrates that the sample is not diffusion 1limited
nor resistant to being reduced. For further discussion of the detailed electro-
chemistry of pyrite, see Peter (1977), Hall (1975), Biegler and others (1977),

‘

. Scott and Nicol (1977), and Klein and Shuey (1978a, b). ;

Figure 2 illustrates the dependence of highly altered pyrite upon current
density at 0.1 Hz in a four-terminal sample holder. -The sample holder has a
symmetrical arranaement with a current clectrode in solution, a potential clectrode

near but not touching the pyrite sample, the vyrite sample polled in silicone,
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Ti  FIGURE 2: An altered pyrite-electrolyte interface under similar conditions as for

s Figure 1 with a fréquency oF 0.1 Hz and various curfent densities a$ indicated on
P each curve. This is a four-términal sample holder as described in the text.

t .
P
i ancther ‘potential eléctrode, dnd anoiher current electrods in solutign. The

relectrodés are all constructed of platinum mesh (bright platinum as the platinized
?e]ﬁetroﬂés introduck impurities and do not stay platinizéd over Tong pericds of

< time). High input impedance {>»1011 ohms) eléctromeier amplifiers are used in the

" measurement of the potential electrodes $o as to not draw enoiugh currant to

jgeneratE'significant charge transfer ippedances in the potential peasuring circuit.

P L. . . . o
"1 The electrode arvangement 1s identical with commgn practice for geophysical and
_:;borehole,instrumentatian {Keller and Frischknecht, 1966). This «electrode arrange-
,é ment will nat produce the characteristic and-asymmetrical plots of Figure 1 unless

o= the oxidation-reduction veactions are incompletely reversible or are dynamically

:d?fférent at anode and cathode. In the Tatter case, dynamically différent means
the anode stores eifergy and exhibits newcry (phase 1ag) “in a manfer different
- than the cathede.
Figure 2 iYlustrates the pyrite-electrolyte rveactions as a function of current
density showing the distinct asymmetry for one of the above reasons. In addition,
the 0.84 A/m> curvent density pattern is nearly a perfect ellipse and therefore
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_+  FIGURE 3: The frequency depencence of the Lissajous patterns for.a cation
* exchange’ resin as a function of frequency. The numbers next to each curve are
¢ the logarithim of the frequency to base ten. The 1 Mz and 10 Hz patterns overiap
- and are nearly identicael. The patterns are essentialy linear above 10 Hi.

'ﬁ approaching a- linear system response. The <specimen in Figure 2 has a highly

i altered surface and regquirves higher current dansities for nonlinear behdvioi than

-éybhé highly polished specimen of Figure 1, . é“
7y . The sécond important charge transfer procéss in natura) materials that causes

:gmeaauﬁab?e nenlinear alectrical behavior is due to ion éxchange. Unfortunately,

' m__fthe pracess of ion exchange is itself veby 13ttlé understood and the electro-
'ﬁ‘chemistry of ien exchange i3 éveh less welt Kaown, The best discussiens occur in
E;Carro11 (1959), Payae (1972), Dukhin and ‘Shilov (1974}, Dubkin (1974), Dukiiin and
:E Derjaguin (Y974}, Derjaguin and Nukhin (1974), Adamson (1976) and van {1phen (1977).

“*'ESOme attempts at models of the electrochemistry have heen made by Armstrong {1959),

P Timmer and othevs {1970}, and others, 1

The following examples illustrate the type of behavior that has been obsopved
y ! 3 £ . - . P - . 1] . e e _ ..
cian-a variety of clays and zeelitis, For simplicity, the exampies will be drdwm
~»  from dnvestigations peffdriwed on foh exchange resins, Essentially similar results

. have been obtained with a variety of clay minerals. Figure 3 illustrates. the



, electrical behavior of a cation exchange resin (Table 1) in.q foﬁr—termina1
- sample holder as a function of freguency. The resins are very dynamic and
" exhibit considerable memory. ‘Tﬁe cations pasily -adsorb onto the surface, but
reluctantly desorb. This causes the distinct nonlinear asymmetry shown in the
figure. Also, at the higher frequencies the cations cannot respand to the driving
. force and the process becomes linear as it is d%ffusicn limited. Due td the
‘memary and diffusion coefficients, the frequéncy Hependente of the transfer function,
- 2 is measurably different‘dépéndiﬂé ppdn whether it s measured from low to high
. frequenciés or from high to low fréguenciés,
. B ;
TABLE 1 L

= Both exchanae resins are styrenz divinylhanzene copolymer mafrix beads, 16-50
. mesh size, 1aborator/ grade, with a working range of 0-14 pH, and are manu-
- facturéd by J.T. Baker Company. P-

- Designation : C-267 cation ANGA-542 anion
Type strong acid strong base
Form (ionic form) ' H ' OH -
Group o sulfonic alkyl quaterbary
i functional amine
"t Total dry exchange capacity tmeq/q) 4.0 3.2 i
—-i? Hoisture content , 45-55 : 60-70 pércent.
|- Horking density (g/1) - 400-500 300-500

' Figure 4 illustrates the frequency dependence of the catien resin and an
-t equivilant anion resin {Table 1) measured from low to high frequency. HNote that.
" the cation, resin has a much higher total-nermonic-distortion (THD) that the anion
resin, has a Targzr phase;angle, and has a strunger frequency dependarice. Alsd;
ey The three resistivities plotted represent the asymmetyry of the system with the
- resistivity determined from the whole waveform (W}, from just the positive half (P)
and friom just the negative half {H}. The cation resin is considerably more
Pasymmetrical than the anidn résin. j_
~— . Due to the generally smaller size of the cation, 4t is not surprising that '
“+9t {s more important than the anion ir .adsorpticn processes (see discussions in’
ivan Olphén, 1977). Also, most materials tend to have negative ﬁgrfacﬁ.charges in
. excess and thus prefer to gttract catioas aver enions. Thus, all other things
- :beihg équal, it is fortunate that the cation exchange process is mare mnonlinear
;thhn‘the anion process as this allows the nonlinear effects to be used to agguire
additional information about the material surfacé with whith the iohs are

interacting. :
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'f FIGURE 4: The frequency dependence of the total-Hafmernic-distovtion (THD}, the
- Péé? part of the complex resistivity, and the phase angle of the cation exchange
' (solid lines with open synbgls) and tHe dnion exchange (dashed lines with closed
symbols) resins: of Table 1. P, W, and N on the resistivity plots dndicate the use
? of only the positive half, the whole, or only the negative hal{ of the waveforms

" (as in Figure 3) Vor the construction of the resistivity. ;
i



; FIGURE 5: The Hilbert nonlinear
effect as the deviation in percent 30

: of the real resistivity actually A
measured from that derived by o0l -\ /
the Hilbert transform from the .
actually measured imaginary

© resistivity. The dashad, solid,
and dotted curves are the dev-

i iations for the fo]]owjng OA_AX)?X.-X\,}K;',)?xxhx..

X ]

-, instrumentation: General Radio | yx ,
—— 1615 and Hayne-Kerr B-201 _|Ox_xx ////

T
~

DEVIATION
)
i
/
AN

bridges together (dashed),

- General Radio 1621 and Yayne-
Kerr B-201 bridges togetier
_(solid), and the U.S.G.S.

PERCENT
R
(o]
[}

" Petrophysics Laboratory transfer ~30l- o
* function analyzer (dotted, Olhoeft,
1978). The triangles, crosses, -40L o
1 and circles are data from real o o—"
; materials, respectively: an | ; : ] . . :

unaltered juvite in distilled -
water, very pure water {greater -2 - 0 { 2 3 4 5 ©
than 150,000 ohm-m), and a highly LOG FREQUENCY/Hz

", altered juvite in distilled water.

o Figure 5 illustrates the final nonlinear example. This figure shows the percent
deviation of a resistivity transfer function when the real and imaginary parts are
- tested with a Hilbert transform. A problem with the measurement of this type cof

ponlinearity lies in its occurrence in common laboratory measurement apparatus.

Several examples are shown for commercial instruments as well as the instrument,
used to acauire the sample data illustrated (see Olhoeft, 1973).

The data in Ficure 5 illustrating the nonlinéar Hf1bért response for real
materials includes a juvite specimen saturated with distilled water (triancles),

o,

very pure water (crosses), and a highly altered specimen of juvite saturated with

distilled water. This type of nonlinearily has been commonly observed in clays,
zeolites, and other highly altered materials such as the altered juvite shown. The
veason for the nonlinearity is not known, but it may be related to the cation

' f ' .
H . .

exchange process as it is usually nct observed in the materials where oxidation-

reduction reactions dominate. A )
The Hilbert nonlinearity in water (crosses in Figure 5) has only been observed
in water with DC resistivities above 150,000 ohm-m. There are other dielectric

nonlinearities in water (Jones, 1975), but neither this nor the others are well

understood.
There ere many other examples of nonlinear electrical behavior than these

P
(RO U P . Y

given here, but these sheuld suffice as an introduction. Other examples vihich

f may be found in the literature include nonlincar electrokinctic phenomena (Dukhin
" and Derjaguin, 1974), nonlincar dielectric phenomena (Kielich, 19725 Jones, 197%),
15 ferroclectrics (Jona and Shirvane, 1962; Burroog, 1967), and others.
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APPLICATIGHS

Several applications of nonlinear eleclrical properties are already in use as
‘standard electroanalytical techn1ques (see texts referenced above), but several
other interestina applications are worth mentioning. The first is the study of
reactions versus frequency as a way to measurc and study the kinetics of reactions.
_This has been done in the past, but very infrequéntly. Second is the study of

~ chemical processes under high temperature and pressure conditions in which it is

m.zdifficult to access the reaction products for analysis but it is relatively easy

""'problems in the study of permafrost.

:to insert wires and electrodes to monitor electrical properties. Third, through
the use of borehole logging, it should be possible to exploit the electrical

.)non]inearities to measure ground water and mineral chemistry in situ.

"~ There are other applications, but the first two are primarily laboratory tools"
.to expand tihe gzneral knowledge of chemistry, particularly of kinetics (Bernasconi,

?1976). The last application is of the greatest interest, however, in a variety of

‘current problems. Asong these are the problem of determining geochemical parameters
to design solution mining procedures for urenium and other scarce minerals, the
problem of monitorina ground water chemistry for leaks around nuclear waste
repositories, the problem of measuring the builcup of c]ayé and other alteration
products which may cloa pore structures in geothermal systems, and a variety of

E Permafrost is particularly interasting bacause the colloidal clay particles
“~have electrochemical double layers which may be thicker than the average dimension
‘of the clay particle. Such thick double lay2rs help depress the freezing point of

..A.Ai

H
H
I
oot
1

.8

vater and harbor large amounts of unfrozen water in the permafrost. Electrical
measurcment techniques may exploit the current channeling capacity of this unfrozen

vater to utilize the nonlinear response of the cation exchange process to map and
“detect the presence of clay minerals. This is particularly important in the

--eyploratlon for sulfide minerals in permafrost where the clay response may be
;very similar to various standard geophysical 1nsurumenus, but easily d1<t1nqu1<hab1o

~t'between‘the clays and sulfides through the nonlincar techniquas. -

In general, the wore information upon which to base a dacision or course of
action, the better. Honlirear elcctrical properties provide a considerable amount
"of infermation that may not be ctherwise available. Rather than being limited to

rad1t1ona1 measurements of electrical properties which provide only amplitude and
phase versus frequency, nonlincar electrical measuremants can also provide anplitude,
;phase, asymmetry, total harmonic distortion, Hilbert distortion, and a variety of
other parameters versus frequency and current density. -

]
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APPENDIX
This appendix is included to introduce the terminology of electrical propertiés
~:as used by the exploration gecphysicist based upon Olhoeft and others (1978).
- Unless otherwise specified, these terms are defined for systems which are causal,
linear, time-invariant, dynamic, and isotropic. The systems may be either lumped-
:parameter (ordinary differential equation) or distributed-parameter (partial diff-
“erential equation), and they may be either discrete time ( difference equation) or
. continuous time (differential equation). For definitions of these specifying terms,
.fsec Cooper and icGillem (1967). Included with the definiticons are the units in
- the SI system (shown in brackets). o
i Definitions of electrical properties logically begin with Ohm's Law )
B J = of , (1)
"Ewhere J = free charge current density [Amp/m?]

: E = electrical field strength [Volt/m] P
mﬁ:? and o = electrical conductivity [Siemen/m]. . |
~'This is equivalently presented as ' ) :

; E = pd : (2)
m'where p = ¢”! = electrical conductivity [Ohm-m]. Up to this point, resistivity

e and conductivity are defined including only free charge transport. -
In the ganeral case, the following linear relationship also app11es

R D cE : (3)
-, where e = dielectric permittivity [Farad/m] %-

'"“% and D = dielectric displacemant = electric flux density [Coulomb/m]. :
'_;Combihing equations (1) and (3) through Maxwell's equation !; é

; voxho= 9o+ ab/at = Jg :(4)
'\L»re H = magnetic field strength [Amp/m], ’ ‘-

""" yae]ds a total curvent density, JT, which includes both free carrier conduction'

. and dielectric displacement terms P

Jp = oF + coE/at. o (5)

Since, in the general case, both the conductivity and the dielectric permittivity

. i may be independently complex (Fuller and Yard, 1970), the total resistivity and
the total conductivity may be defined through the velation

T [
with a loss tangent, tand, and a phasc angle, 4§, defincd.

E (py - ip%)—] = op 4 doy = (0" + dc") + jw (e' - ie") (6)

i

tans = cotd = py/ey © s/ oy (7)



with the unsubscripled o and e from equalion- {5).
Most instruments fall into two classes: they either measure electrical parameters
by measuring voltage and current (related to E and J by the geometry of the system),

or they measure equilalent series or parallel admittance or impedance by substi-
tution against standards. 1In the latter case, the effective capacitance and
conductance measured become the effective dielectric permittivity of {e' + ¢"/uw)

. from equation (6), and the loss tangent of equation (7). "
Those instruments that measure voltace and current usually measure the total
current, yielding a typical measurement of the form g‘

E = E, sin(ut + ¢) . | I(é)
JO sin{wt + ¢J.) -
amplitude of E )

. JT
wher =
= amplitude of JT .

= time [sec]

= circular frequency [rad/sec] = 2uf (where  is frequency in Hertz)

e © arbitrary phase offset relative to some time zero for E

and ¢j = arbitrary phase offset relative io the same timebase as for E.

- In terms of these equaticns (8), the total resistivity is given as

e E0
Jo
t
w

A I (p'2 + p"2)1/2 = E /J_ = resistivity magnitude [Ohm-m] f(9)
s T T T o' "o N
: Py = ¢ = arccot(p%/c%) = 6y - ¢j = phase angle [radians] (10)
G e = (E/90) cose and pd = (E/90) sing . )

'f The complex total conductivity may be obtained from equation (6). The loss tangent
_ﬁ and phase anale of equaticn (7) are identical with the definition in equation (10).
The definitions up to this point have been formulated for steady state sinusoidal
“:excitations. However, the definitions are equally valid whatever the form of the
excitation and response, providad that only the fundamental frequency is employod
in determining the resistivity and phase angle at that frequency from the
:j measured E and JT. Harmonics may be similarly used only if the system 15 i:
1 demenstratably linear. ‘.
. Further introduction end discussion of these pavametars may be found in Keller

“y (1959), Fuller and Ward (1970), Shuey and Jehnson (1973), Cocper and HcBillem (1957),

_Uand Olhoeft and others (1978).
0 .
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Objective: To compute and map scattered surface fields of a geothermal
reservoir, induced by an incident plane wave .

Method: Use Unimoment Method to solve electromagnetic scattering
by buried inhomogenities. ,

Description of Method:

The Unimoment Method separates the scattering configuration
into two independent parts. The region inside a Unimoment
surface {e.g., a sphere) may be inhomogenous. The region
outside the Unimoment surface is assumed to be homogenous
or layered earth (Figure 1). ' |

Inside the Unimoment Sphere, the finite element method is
used to generate'a.sequeﬁce'of so1utioﬁs of Maxwell's
equations consistent with tha inhomogeneity.

OQutside the Unimoment sphére, muitipole expansion of fields
satisfying the Tayered earth boundary conditions are used.

Assuming the solutions inside and outside the Unimoment sphere
are numerically complete, the solution may be uniquely
determined by enforcing the continuities of. the tangential
"electric. and magnetic fields.

Accomplishments to Date:
(1} Derived the variational formulation of Méxwe]]‘s-Equation's
specifically for an axjally symmetrical scatterer, for
use in finite element applications.

{2) Completed an automatic triangular mesh geherator program,
for use in finite element applications. Sample plot
is shown in Figure.?2.
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Figure 1. Configuration of EM Scattering by.a Geothermal Reservoir
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F-'iﬂgure 2. Triangular Element of a Finite Cylinder
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Accomplishments

to Date (cont.):

(3)
(4)
(5)

()

(9)

- fj,a f1n1te d1e1ectr1c cy11ndernat h1gh frequenc1es Scatter1ng‘g

Completed finite element program to gererate solutions -
of Maxwell’'s Equations inside a Unimoment Surface.
Derived the multiple solutions invoTving air-ground
interface boundary conditions, the Generalized Sommerfeld
Integrals. = o ’
Programmed the'computation of Generalized Sommerfeld

- Integrals.

Programmed the boundary f1e1d match1ngs on the
Unimoment surface ,
Computed and mapped the scattered surface fle]d due to

| ;; tonf1gurat1on and plots are; shown in, F1gure 3.

?ﬁ)a

Def1ned the Tow frequency reglon where approx1mat1on of’
the General1zed Sommerfeld's Integra1s exist.
“Reprogrammed (5) for medium low frequenc1es for fast
convergence. | '

-Qogect1ves Yet to be Reached

K

_(2)

To compute and map “the scattered surface field at Tow
frequene1es used in geothermal exp]orat1ont‘
To compare results obtained:by other research groups .

" using different approaches.

LR Soalt an. RV LT woLS
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I. INTRODUCTION

The DOE agreement to study "Terrain Effects in Resistivity and
Magnetotelluric Surveys' has the following objectives:

1. Development of computer algorithms which calculate the electrical
resistivity response (using various electrode arrays) of earth
models with arbitrary three-dimensional topography.

2. Development of computer algorithms which calculate the telluric
and magnetotelluric (MT) response of earth models with arbitrary
two~ and three-dimensional topography.

3. Provide validity and accuracy checks for the resistivity and
magnetotelluric algorithms.

4. Provide suites of topographic models with calculated responses
for resistivity and magnetotelluric surveys.

5. Provide case studies of the application of the algorithms in
interpreting existing resistivity and MT field data.

Practical techniques have been developed for modeling the resistivity
response in three-dimensions and the magnetotelluric respomnse in two-
dimensions. Development of three-dimensional techniques for magnetotellurics
is in progress.

II. RESISTIVITY MODELING

The technique used is an adaptation of the solution of the boundary
value problem for the electric potential. The solution domain is a hexahedral
section of the earth with an arbitrarily irregular upper surface. A standard
finite element approach using the variational method is employed. The surface
is incorporated into the near surface elements with an isoparametric transformation.

Two programs have been developed and tested. One calculates the bipole-
quadrupole total field apparent resistivity response over an arbitrary
three-dimensional topography and subsurface resistivity structure, and the
other calculates the dipole-dipole response. The programs were verified
by comparing results with existing scale model data and results calculated
analytically over a hemispherical sink.

As an example, Figure 1 shows the calculated bipole-quadrupole response
over a 100 ohm-meter half space with a topographic sink.

III. MAGNETOTELLURIC MODELING

Two independent techniques are being used to calculate the MT response
over arbitrary topography. One applies the fast Fourier transform (FFT)
numerical technique to the scattering theory proposed by Lord Rayleigh. The
other applies the isoparametric finite element technique.

A. Rayleigh~FFT
This technique was first applied to radio frequency scattering

but has been successfully extended to magnetotelluric frequencies.
Two programs which calculate the MT response over two-dimensional



topography have been successfully tested. One calculates the
tranverse electric (TE) responses over a rough homogeneous half
space. The other calculates the TE responses over a rough layered
half space. Transverse magnetic (TM) responses are obtained using
the principle of duality. A program which calculates the response
over a three-~dimensional rough half space is being developed.

As an example, Figure 2 shows the TE mode response over a two-dimensional
agymmetric valley at periods of 100 and one seconds.

B. Finite Element

Two programs using finite element techniques are being tested.
One is an adaptation .of a program developed by Rijo (1977). It is
a two-dimensional program using triangular finite elements, and has
been adapted to include topography. The other is a three~dimensional
isoparametric finite element program similar to that used for the
resistivity problem.

C. Validity Checks

Since there are no known calculated or scale model results for
MT response over topography, the two independent methods described
are being used to test one another. There are self-consistency
checks included in both techniques.

IV. CASE STUDIES

A resistivity case study is being done on data collected by the University
of New Mexico surrounding the LASL Hot Dry Rock Geothermal Site in New Mexico.
The data include total field mapping from several source locations, inter-
secting dipole-dipole soundings, and deep Schlumberger soundings. LASL drilling
results give local deep well control,

A magnetotelluric case study is being performed on remote reference data
collected in the Rio Grande rift. It has both deep well and extensive CDP
reflection seismic control. :

V. FORTRAN COMPUTER ALGORITHMS

It is anticipated that documented copies of the seven computer programs
listed in Table 1 will be included in the final project report which will be
released after December 31, 1980. All programs have been developed on a CDC
7600 computer. However, they may be adapted for use on other systems, including
mini-computers with a virtual memory capability. Specific details may be
obtained by contacting the authors.



TABLE 1. FORTRAN computer programs available upon project completion.

Program Name Function System Approximate Cost Per Run at Sandia
Laboratories Computer Center

1. RES3TF ¢ Calculate bipole—quadrapole total CDC 7600 $15-20
field apparent resistivity over
arbitrary 3-D topography and
subsurface.

2. RES3DD;t Calculates dipole-dipole apparent CDC 7600 $70-100
resistivity over arbitrary 3-D
topography and subsurface

3. MTF2RS + Calculates TE or TM mode MT CDC 7600 $3-5
apparent resistivity over rough
2-D homogeneous half space

4, MTF2RL t Calculates TE or TM mode MT CDC 7600 $10-15
' apparent resistivity over 2-D rough
layered half space

5. MTF2FE * Calculates TE or TM mode MT CDC 7600 $20-30
apparent resistivity over arbitrary
2-D topography and subsurface

6. MTF3RS * Calculates MT apparent resistivity CDC 7600 $50-100
over rough homogeneous half space

7. MTF3FE * Calculates MT response over arbi- CDC 7600 . $500-1000
trary 3-D topography and subsurface

t Program previously confirmed.

* Program under development.
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HE TELLURIC METHODS IN THE STUDY OF SEDIMENTARY STRUC-

RES — A SURVEY

b

SULHI H. YUNGUL
Chevron Oil Field Research Company, La Habra, California (U.S.A.}*

Revised version received June 24, 1977)

\BSTRACT

tYungul, 8.H., 1977. The telluric methods in the study of sedimentary structures —a
i survey. Geoexploration, 15: 207—238.

} Telluric and magnetotelluric methods are compared from principle and application
standpoints, particularly as applied to the study of sedimentary basins, as two distinct
tethods: magnetotelluric by its completeness, and telluric by its simplicity and economy.
Theory and practice of the relative, intrinsic, and absolute ellipse methods, single-
station methods, and hybrid magnetotelluric methods are described, emphasizing physical
Understanding, with a view to assisting prospective users. Qualitative and quantitative
[interpretation methods for two- and three-dimensional structures are discussed, with the
d of case histories.

g Telluric methods are suited primarily to low-cost reconnaissance in not-too-deep sed-
entary structures associated with lateral changes in electrical resistivity that are fre-

. uently encountered in petroleum and geothermal exploration.

This paper is primarily a literature survey, but includes some original material, Some
Procedures that are explained only in patents have also been included.

B, -

INTRODUCTION

¢ The four major branches of electrical methods suitable for the explora-
', tion of sedimentary basins are: controlled-source dc (resistivity), control-
i - Source ac (electromagnetic), telluric, and magnetotelluric. Among these,
.' :::haps the telluric method has been covered the least in the English litera-
e,

| ' Telluric currents are induced in the earth by natural electromagnetic

e ::"ES of extraterrestrial origin. The telluric method uses only the hori-

Ontal components of the electric field, E, associated with these currents, at
® Surface (tellus and telluris mean the earth in Latin). The magnetotelluric

Vs ¢thod uses both the horizontal components of E and the three orthogonal

S bonents of the magnetic field, H, associated with E, measured simul-

- fously at each measuring site.

' €se methods are based on the same theory, but are much different in
7%t They are used to solve different kinds of exploration problems in pe-

|

,U?X With Chevron Resources Company, P.O. Box 3722, San Francisco, California,

1,

nouv3sid
SHIANGD

i

-gy1 3ON3IDS HABY3
AL

JLNLILSN
HYL0.A0.




208
NOTATIONE —_— TELLL
Base station .
B Field station Flg.
:‘AT Magnetotelluric ] ridge 1
E (vector) Elcctric- ﬁe'ld in'tensit.y, mV/km, ip practif:al umf:s Texas
H (vector) Magnetic field intensity, gamma, in pragtlcal units gresh-
E, H Components parallel ?o the geologic stnk.e ) Fig
r ol Components perpendicular to the geologic strike

Ey, Hy Resistivity, ohm-m : C. The
P Effective horizontal resistivity of a stack of horizontal layers homo,
Pe MT apparent resistivity model
Pa : Pa derived from EJ. and H, field v
PL Pq derived from Ej and H) transv
Pi *'Horizontal unit conductance” of a stack of horizontal layers, mho .
g zone A frequency window in which instantaneous dc assumption is justi- Wayf 1
fied tion; 1
T Period, sec rI'he
e paus 2
. . taneot
troleum, gcothormnl, and mining geophysws. o are lat
The primary purpose of this paper is to survey the p‘nncnples and proce- Incl
dures for a varicty of telluric meth(?ds. Low-cost.tellunc methods will be em- curves
phasized, because the cost of tel]urlc‘: surveys, unjustly compare{i with that of about
gravity surveys, hampered their use in the past. T}?e emphasis will be on suring
methods and procedures with established economic usefulness, presented for fected
users whose daily functions do not involve a great deal of mathematics. We fit of 4
shall assume that the Feader is somewhat familiar with the magnetotelluric and de
method (MT), which is e%(tensi\‘/e]y reviewed. by Vozoff (1972). unusu:
Geophysicists not familiar with tbe telluric method believe that it has survey
been replaced by MT. This paper VYIH show thg need for both, frequently Figt
used in conjunction. Recent experience, especially in prospecting for geo- the mc

thermal resources, supports this point of view (Morrison et al., 1975; Maas,
perper.
1975; and Hermance and ’I_‘hayer, }975). survey
. The first pmctical telluric techniques were developed by Schlumberger tion. T
: (1936, 1941). The “relative ellipse area” method by Kunetz (1952a) con- cient d
: stituted a milestone, in that scalar telluric anomalies could be assigned to One ca
0 measurement sites. This method is described by 3oissonnas and Leonardon one-ter
(1948); their article is probably the earliest significant English literature on ber avs
3 i ject. i
E ; thlzs::xjnpmhonsive paper by Migaux (1951) descr_ibes the principles and SOT:;
L geologic significance ot: the tel?unc meth.od. A review paper by Kunetz feature
(1958) contains many interesting case histories concerning petroleum ex- near-su
Plo{;i:]t(‘)%l:;,r milestone was a book by 3erdichevskii (1960) which contrib- i Z}:n;:;s
uted substantial quantitative information on the telluric method. This was have b
done on the basis of then newly developed MT theory. three-c
Other important contributions will be discussed or referenced under The

specific t-OPiC& .
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48 TELLURIC AND MAGNETOTELLURIC METHODS COMPARED

R Figure la is a cross-section (a two-dimensional model) representing a salt
Bridge in a deep, unusually low-resistivity sedimentary basin, similar to the
S Texas Gulf Coast. The two near-surface inhomogeneities could represent
fresh-water sands.
A Figure 1c shows the computed MT sounding curves at stations A, B, and
C. The dotted curves are the results obtained ignoring the near-surface in-
Lhomogeneities. The solid line curves have been computed for the complete
Pmodel. Apparent resistivities obtained using that component of the electric
Rlield which is in the direction of geologic strike are designated p;; in the
transverse direction, p; . Data at 3 would be interpreted in a straightforward
way, in terms of a one-dimensional model, and yield very valuable informa-
R tion; it would resolve some of the layers if they existed.

. The dotted curves at A cannot be interpreted by themselves. Such curve
X bairs at a number of stations over the salt ridge have to be satisfied simul-

B taneously by two-dimensional trial-and-error modeling. Such interpretations
i are laborious and the surveys are relatively expensive.

k. Including the near-surface inhomogeneities (the solid line MT sounding
% Curves) makes the situation much worse; the p1 curves diverge by a factor of
g 2bout 10 if the station is displaced as little as a few hundred feet. The mea-
# suring axes can analytically be rotated to obtain p#, which is not much af-
® 3 fected by the inhomogeneities, and ps may be interpreted without the bene-
;-;ﬁt of p1. However, this is possible only if the near-surface inhomogeneities

% &nd deep structure are two-dimensional and have the same strike, which is

J& Unusual. A space-domain filtering of the data is not practical, because MT
L Swveys used in petroleum exploration cost $ 1000 to $ 4000 per station.

% Figure 1b shows a profile of normalized electric field components across _
.k the model for a sine wave whose period is 300 seconds. Er is parallel and E1
% Perpendicular to the strike. These data, which constitute essentially a telluric
. Survey, are extracted from a survey made without knowing the strike direc-
ot t{°ﬂ- The effects of inhomogeneities can be filtered out if there are suffi-
2 tent data points, and the salt ridge anomaly can be isolated and interpreted.
One can have a high density of telluric stations, because the cost is about
'3 One-tenth that of MT. Choice of the proper solution from the infinite num-
; ber available requires help from other kinds of data. This might be a few MT
e Soundings at sites judiciously selected through the telluric data.
. Another consideration is the search for relatively small three-dimensional
o features such as salt domes, reefs, and geothermal reservoirs (with or without
& Rear-surface inhomogeneities). Such surveys require many stations; Fig. 12
- $hows 287. An MT survey with the same number of stations would be very
: *Xpensive. Also, most of the wealth of MT data thus obtained could not .

* Jave been used effectively, because interpretation of MT data in terms of
ee-dimensional structures is not yet practical.
The telluric method is primarily a lateral exploration tool, similar to
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resistivity mapping with an immense feeding dipole length. The measured
anomalies are almost entirely due to lateral variations in electrical resistivity.
MT is, at its most effective, a vertical exploration tool similar to resistivity
sounding, that yields well-log type information; the milder the lateral resis-
tivity variations in sedimentary basins, the more rewarding the results.

The telluric method preceded MT by about two decades and led to it, but
a quantitative understanding of the former was a by-product of the latter.

NATURAL ELECTROMAGNETIC FIELDS

The earth’s natural electromagnetic fields have a very broad frequency
ra-ge, from years per cycle to megacycles per sec. The telluric method, in its
arlication to the study of sedimentary basins, usually makes use of the day-
tize electromagnetic signals with periods of about 5—600 sec. These “geo-
mznetic micropulsations” are generated through the interaction of ionized
g« clouds from the sun with the earth’s quasi-stationary magnetic field and
Tzosphere. Most telluric surveys employ a class of micropulsations called
“entinuous pulsations of type 3", designated Pc3, whose period range is
aizut 10—45 sec.

ieveral thousands of papers (and many reviews) have been written on the
Mropulsations, especially in connection with research in space physics.

T recent publications are a book by Jacobs (1970) and a 50-page review
Bxer by Orr (1973).

~the phenomena are called magnetic instead of electromagnetic micro-
Pisations because the amplitude of the electric field is highly dependent on
h.”-'r.l geology and does not clearly show the worldwide properties of the

Eds. The magnetic field, on the other hand, depends little on the local ge-
*a3y. This is why the telluric method uses E instead of H; the geological
Tamostic power resides mainly in E. In MT the primary role of H is in

‘ Hmalizing E to the source strength; whereas in telluric work E at each field

; %tion is normalized to E at the base station. Amplitude of E, also affected

: "’.:.he frequency, time of the day, season, and latitude, is very roughly 1
f/km. Telluric currents ‘“‘scan”’ the subsurface from all directions, usually
“®laying a statistical elliptic polarization in a frequency band.

~_-sedimentary basins the signals can be considered plane waves (Madden

. PNelson, 1964; and Srivastava, 1965). Also, the resistivity contrast be-

_ “en air and the earth is so large that waves with all angles of incidence are

L smitted into the earth very nearly vertically. These considerations lead to

;;".‘?HSSUmption that the signal is a vertically incident plane wave. This in

& fWimplies that in a horizontally layered subsurface the telluric currents

& . “¥ horizontally, that E is horizontally uniform (but amplitude and phase

] ¥ with depth), and that variations with horizontal distance are totally

‘ f“)gic. These assumptions are still controversial, especially for very long-

"TOd signals used in the study of the earth’s crust beneath sedimentary

ks (Tikhonov et al., 1974).
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INSTRUMENTS AND EQUIPMENT

A horizontal component of E is measured by stretching an insulated wire
on the ground, planting two electrodes at its ends, and measuring the poten-
tial difference between them. Two orthogonal components of E can be mea.
sured simultaneously by using three electrodes and an L-shaped wire.

Wire length largely depends on the nature of near-surface irregularities,
which must be averaged out by using a sufficiently long wire; otherwise 100.
ft. lengths 'would be suitable so far as instrument noise is concerned. It is
possible to operate with 500-ft. lengths if the measuring sites are judiciously
selected, but 1000-ft. lengths are recommended.

Electrodes used include non-polarizable (reversible) types of copper, cad-
mium, silver, or zinc. Bare copper pipes or lead plates are also used. This
writer prefers weathered, paper-thin lead strips having no fresh surfaces, at-
tached to the wire with an alligator clip. This seems to be the best compro-
mise between precision and economics. The strips are expendable, so one
does not have to walk to the end of the wire at the completion of measure-
ments.

The instrument system for each channel consists of: a variable dc bias; a
low-pass filter; a dc amplifier with an input impedance of at least 10 meg-
ohms; a band-pass filter; a strip-chart or “X-Y"’ recorder, depending on the
technique used.

The amplifiers and recorders are off-the-shelf items; but the filters may be
either homemade, to suit the geologic problem on hand or commercial vari-
able pass-band filters. Overall system noise of less than about 3 x4 V rms within
the frequency band of interest is satisfactory, and not difficult to achieve. A
two-channel system can be accommodated in a suitcase, less the power source,

PRINCIPLE OF THE TELLURIC METHOD

The structure analyzed in Fig. 2, shown in the upper left corner, is a hori-
zontally layered sedimentary section overlying a high-resistivity half-space
(the basement). Below it are shown the computed MT apparent resistivity
(po) and phase (p) curves as functions of T. The p, curve minima and maxi-
ma on the left relate to the sedimentary layers; it then rises on the right to
become asymptotic to the resistivity of the basement.

The section of the rising branch between T, and T, is close to a straight
line having a slope of 45° in the logarithmic plot; let us assume that it is ex- %,
actly so. This branch has to satisfy the well-known MT relationship (in the i
practical units mV/km, gamma, and ohm-m): k'

pa=0.2T |E,/H, |? (1) ..
A 45° straight-line relationship requires that in:

log pa = log T +10g[0.2 |E,/H, |*} @
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Fig. 9, Theoretical magnetotelluric sounding apparent resistivity and phase curves for the

.the second term be independent of T. That is, within the T, —T', range the
"Mpedance Z = E, /Hy is independent of 7. The T, T, interval is called *S
tone” (Berdichevskii, 1960); S is the ‘*horizontal unit conductance”, in
@ho’s, of the sedimentary section:

R L S SN

$= 3 .
i§1 (hi/p;)=Djp, (3)

saoEy  weadks: L O .

o

eg;pth to basement, both in m. This formula also defines p,, called the “‘ef-
Ve resistivity ’ of the sedimentary section. The 45° branch does not

ange substantially so long as S remains constant, no matter how many

Ygrs and what sequential combinations are considered.
rdichevskii (1960) developed an asymptotic equation for Z for periods

-

Olizontally layered subsurface model shown at the upper left corner. Layers are isotropic.

Fhere is the number of sedimentary layers, h; are layer thicknesses, and D
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longer than about T, . His equation (in MKS units) is:

5 _E-"_ ( 10° T_ i /4) (4
“EH,CYSr g lwbe )

y

where ppis basement resistivity, and dots represent complex quantities. 3e-
cause Z is independent of T in the S zone, eq. 4 must then take the form:

Z =1/S (in MKS) (5)
or:
Z = 796/8 (in practical units) (6)

On the other hand the phase curve in Fig. 2 shows that the phase difference
between Eyx and Hy is small within the S zone and can be assumed to be zero.
It follows that the impedance is approximately a real number (i.e., purely
resistive); for instantaneous values the relationship between E and H is that
of a dc electromagnetic field. The telluric field can be assumed to be an in-
stantaneous dc field within the window T, —T,, and it will scan the total
sedimentary section as such.

Figure 2 shows that another approximately dc window exists within the
T; -T, range, for which the top of the 200 ohm-m layer would behave like
a basement.

The S zone periods are such that the skin depth* for p, is from about 1.5
to 10 times the depth to the basement.

So far we have based our argument on models of a horizontally layered
subsurface. This would be valid if the measuring sites were far from lateral
changes, or if the lateral changes were not abrupt. However, an important
role of the telluric method is the study of abrupt changes, such as faults
and subcrops. In reality, from the viewpoint of exact analysis, in such cases
the dependence of Z on T, and the phase relationships become very compli-
cated. However, theory and practice show that so long as one operates in
the S zone, in terms of the average characteristics of the sedimentary section
the instantaneous dc assumption is still met satisfactorily, usually good
enough for quantitative interpretation, as will be demonstrated later. When
such is not the case, qualitative interpretation can be made. However, if the
dc condition is met, the interpretation of measurements is drastically sim-
plified.

]

Relationship between components of telluric field in S zone

In the general case, for one arbitrary frequency, f, of a plane wave in-

*The depth, z, at which the electromagnetic field reaches 1 /e of its surface value:
z=(1/2m)(10pT)1 /2
where z is in km, p in ohm-m, and T is in sec.
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cident to an arbitrary subsurface (inhomogeneous and anisotropic), the com-

F5,(6) = Zay Hy (1) + Zoc (1)

WS (1) = 2, H () + 2, H,(¢) 7

ﬁhere t is time, dots signify complex quantities, and Z’s are the components

‘, pof a surface impedance tensor. If we assume that within the S zone Z’s are
independent of frequency and the phases are negligibly small, ¢ =0, eq. 7

teverts to:

. 1) - CHy (1) + Co He (1)
BRE, (1) = s He (1) + CuHy (1) (8)

where all quantities are real numbers, C’s are constants depending only on

Kthe subsurface geology and the direction of the measuring axes, and E(¢) s

are real-time series that include all frequencies within the S zone.

| L It follows that the components of E at two separate locations (measured
& 'a}ong the x, y-axes at a base station 3 and along the u, v-axes at a field sta-
tion F) are also linearly related:

EE()=aE.(t)+bEy(t)

 Eo(t) = c B () + d Ey (8) (9)
b W.here constants a, b, ¢, and d depend only on the directions of the coor-

& dinate systems and subsurface geology.

k RELATIVE ELLIPSE AREA METHODS
2 -‘,VThe relative ellipse and triangle methods
BE  These methods were developed by Kunetz (1952a). In eq. 9 the instan-

3B ‘Aneous E-values can be replaced by synchronous increments between time
g Ntervals:

BUcX+bYand V=cX+dy (10)

':Vhere capital letters signify components of a pair of conjugate variation
ectors, AE, at F and A Eg at B. These correspond to an arbitrary time in-

: te“’a], At =t, —t,, as schematically shown in Fig. 3. Such strip chart records

.; e calleq tellurograms. -
fi: The x, y-system at B and the u, v-system F are oriented arbitrarily. If a

} umber of pairs of such conjugate variation vectors are determined, and

0se at F are normalized to the magnitudes of their conjugates at B, the

f "ormalized AE; traces an ellipse whose area is equal to:
"7 lad b (11).
Where is the Jacobian of the transformation from the x, y-system to the u,

)
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Fig. 3. Hypothetical tellurograms representing simultaneous recordings along orthogonal
measuring axes x, y at base station and u, v at field station. (Reproduced from Yungul,

1968.)

v-system. Normalization is equivalent to assuming that AEg traces a circle;
and a circle at B transforms into an ellipse at F through eq. 10.

Experience shows that fairly regular ellipses are obtained, an indirect
proof of the validity of eq. 10. The ellipse, and therefore J, is an invariant
for a pair of measuring stations, depending only on the geology at F and 3.
The ellipse at F is called the “relative ellipse’’, and J is the ‘“‘relative ellipse
area’’.

Theoretically two pairs of conjugate vectors, determined by eight com-
ponents, are sufficient to solve for J from eq. 10. The ratio of the areas of

two conjugate triangles formed by these vectors is:

WU, V,— U, Vol
J= (12)
IX,Y, = X,Y,|
This is called the “triangle method”’, which yields J without constructing an
ellipse.

Usually many triangles are constructed at each site, and a statistical value
is determined among the selected ones. There is considerable scattering, due
to: (1) experimental error; (2) cultural electrical noise; and (3) the fact that
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g eq. 10 is not rigorously satisfied. At least ten selected triangles must be

4 ysed to obtain one J-value. This involves a total of eighty selected compo-

& nents. The procedure for the triangle method, described in detail by Berdi-

& chevskii (1960), is tedious, expensive, and requires considerable skill. It also

g requires at least 30-min record sections. It does not readily lend itself to digi-
t tal computer processing, because favorable time intervals are visually selected

& first and then the resulting variation vectors are subjected to another visual

B selection.

B Coefficients a, b, ¢, and d can be calculated graphically (Y-Shu, 1963),

A but the difficulties are essentially the same as in the triangle method.
1

T

» ’_A The intrinsic ellipse method

Approximate values of J can be obtained by an automated version of Xu-
. netz’ (1952b, 1957) “intrinsic ellipse” method.

3 As with the triangle method, tellurograms are obtained at F and 3 along

’ the u, v- and x, y-axes; a schematic one is shown in Fig. 4a. A synthetic tel-
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lurogram is computed for the median direction of the measuring axes, such
as along the w-axis (Fig. 4b). The median direction tellurogram can also be
obtained directly in i>e field, by means of a third measuring line. The total
variations on the tellugtams are computed for a selected time interval, say 15
minutes. On Fig. 4a the total variation along the x-axis is the numerical sum-
mation of the peak-to-trough excursions:
X=a+btc+d+tetf+g

A straight line perpendicular to the x-axis, drawn at distance X from the or-

igin, constitutes a tangent to the intrinsic ellipse (Fig. 4b). The ellipse is de-
termined by its origin and three tangents. Its area at F is (Kunetz, 1952b):

Ap =5 (R + ¥y — 207 [2F” — X — V13"

(13)
The ratio of Ap to Ap is approximately equal to J. Kunetz’ (1957) com-
parison of the intrinsic ellipse and triangle (or relative ellipse) methods shows
a mean deviation of 7% between J’s.

The intrinsic ellipse method can readily be processed by digital computer.
The total variations can also be obtained directly in the field, by means of
counters (Kunetz, 1957). I have found that for computerized automatic pro-
cessing of 20-min tellurograms, the accuracy of J deteriorates as ellipticity
increases. Sometimes eq. 13 yields imaginary values, This would be helped
by using longer record sections and measuring the third comporent in the
field. The procedures of this method are described in detail by Thieme
(1963).

Azimuth and ellipticity of the intrinsic ellipse have some geological sig-
nificance, as will be discussed under Absolute Ellipse Methods.

The vectogram method

I find that the most economical method of determining J, compared with
the ellipse, triangle, and intrinsic ellipse methods, is polar diagram recording
of E on “X-Y"’' recorders (Yungul, 1968).

Figure 5 shows a pair of vectograms, obtained approximately simultane-
ously at F and B, in about 1 min of recording time. The band-pass filter was
peaked at T = 20 sec. The ratio of any single or combination of closed areas
at F, including the tangents, to the conjugate at B is equal to J. This is in
accordance with eq. 10. About a dozen J-values can be measured from this
pair, but three, obtained from the contours (1, 2,3), (3, 4, 5), and (2, 3, 6),
will suffice.

Normally a few such vectogram pairs are obtained at each field station.
Many fewer J-values are needed than in the triangle method, because each
closed area is equivalent to the average of several triangles. The measurement
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§ Fig-.5. A pair of actual vectograms, recorded simultaneously at base station (B) and field
g tation (F), over a period of about one minute. (Reproduced from Yungul, 1968.)

i of closed areas effectively integrates the undesirable signals and noise of re-
F 3 latively higher frequencies.
. havg found that the standard deviation for the vectogram method is
N about one order of magnitude lower than for the triangle method, at the
4: "3me 20-min recording interval (Yungul, 1968).
s Approximately simultaneous vectograms can be obtained at F and B
¥ ‘hrough oral communication by means of portable radio transmitters. One
3 1an at 3 can manage three or four F crews. The closed areas on the vecto-
B §rams can be measured with a planimeter, without need for accurate time-
e ying. ‘
, At locations where E is somewhat linearly polarized the accuracy of J be-
§ Comes low and sometimes unusable with the triangle method. Not so with
_ € vectogram method; one can wait perhaps several minutes, until one or
" *W0 nonlinear loops occur.

> ABSOLUTE ELLIPSE METHODS
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Qlliwe' h.ave discussed the intrinsic ellipse method in terms of J only, but the
Plicity and azimuth of the intrinsic ellipse at F also have geological sig-
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nificance. Ellipticity is large if dips are steep or F is near a lateral disconti- o
nuity, and small if the subsurface is nearly horizontally layered. Where F is ) y
on the axis of an anticline, the long ellipse axis tends toward perpendicular X
to the anticline’s axis; where F is on the anticline’s flank, the axis tends to- I
ward parallel to the anticline’s axis (Kunetz, 1952b). This is entirely in- '
dependent of the geology at 3. However, ellipticity and azimuth at F depend
on the polarization of the source field as well as the geology at F. In my ex-
perience, the azimuth may vary tens of degrees from one 15-min record
section to another. Kunetz (1957) states that a record perhaps 1 month long | Fl

B

would be needed to obtain stable ellipticity and azimuth, an ‘“absolute el-

. i .
P o VIV
.

lipse”. This procedure would, of course, have very little economic value, but

e
7=

it is possible to obtain one absolute ellipse at B and mathematically trans- ‘

form relative ellipses at F’s into absolute ellipses (Tkachev, 1963; and Gugu- Fig. €
nava and Chernyavskii, 1964). Tkachev obtained the absolute ellipse at 3 by

averaging the 15° beams of the variation vectors. This procedure is based on

- e

3
|
) } % the assumption that a long time average at 3 cancels out source polarization ratio
R effects, so that the absolute ellipse at B depends solely on the geology there

o f (which probably cannot be guaranteed). We shall discuss this subject further !
Loae under Hybrid Magnetotelluric Methods. R =,
L SINGLE-STATION METHODS Abot
¥ ' quen
Yo % Statistical analysis of E-data obtained at one site over a relatively short value

I N time, say 3 hrs, can yield some geological information at that site (Yungul, low.
i G f 1961), but such techniques are primarily of academic interest. In what fol- . Su
? ’ lows we shall confine ourselves to economical exploration methods. tion :
)' : publi
B Split-spread method AE,’
. Do . - ) and a
l . Figure 6 shows a field setup having a collinear and equally spaced three- If 4
' - electrode array. The two potential differences, each one being between the ' equal
. B center electrode and one outer electrode, are simultaneously recorded on the If ¢
’ : same strip of paper for about 20 min. The result is a pair of somewhat mesh- If ¢
R ing tellurograms at each setup. ‘ there:
! gm Proceeding as with seismic reflection continuous profiling (overlapping A If ¢
s spreads), hence the terminology ‘‘split-spread”, one can determine J-values devia
| §‘~ at midpoints of consecutive electrode pairs; e.g., at N with respect to M, If ¢
, 4‘: and at 0 with respect to N, all normalized to M. Theoretically, determination equal
of J requires two-dimensional (x, y) data, whereas this procedure provides | Fig
only one-dimensional (x) data; nevertheless J-values are obtainable if AE scans grams

the subsurface from various directions and if it is assumed that the subsur- work
: face is, piecewise, two-dimensional in the immediate vicinity of each spread | The
! (Yungul, 1965). are ac
' " On each pair of tellurograms the peak-to-through amplitudes of somewhat vn, v

f meshing events are measured with an expanding-scale type of ruler, and the about
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Fig. 6. The method of split-spread. Field setup and a hypothetical tellurogram. _'
: :
ratio, R, of these amplitudes are computed: i
= AEII | ;
R=z55 (14)
About 30 R-values are obtained and plotted, either as dot histograms or se-
quentially (Fig. 7). In general, R has a large amount of dispersion. Then J- ’4
values are picked by visual inspection of these histograms, as explained be- 3

low.

Suppose that the horizontal acute angle between the geologic dip direc-
tion and the spread is ¢, which is arbitrary and unknown. In theory (un-
Published) R varies, in general, from —o to +o for each setup. However, if
AE,’s are taken from somewhat meshing events, the following theoretical
and approximate relations are obtained:

If § = 90° (spread along the strike), there is no dispersion in R; R and J
equals J,

If 8is small, say 10°, dispersion in R is small; J equals average R.

If 6 is large, say 20°--70°, dispersion in R is large; it varies from 1 to J;
therefore J equals the maximum deviation of R from 1.

.- 8rams. The histograms are plotted on a logarithmic R-scale, to reduce office
= T"°fk by applying the calibration factor to only the picked J-values.
€ measurement of J is repeatable within about 5% if cumulative errors
are adjusted by tilting long profiles, because random errors accumulate as
", where n is the number of setups (stations). The J's are usually within i

3 Ut 10% of those obtained by the triangle method, if cumulative errors
are adjusted.

3 If 8is close to 90°, say 80°, dispersion in R is small; J equal the maximum E: R

- deviation of R from 1. &3 siil
. ] Iil 8 = 90° (spread along the strike), there is no dispersion in R; R and J 77 x "
g quall. - : iy 1%
'3 Figure 7 shows four actual cases; also how J’s are picked from R histo- gi ‘
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Fig. 7. Actual examples of processed data with the split-spread method. R is amplitude
ratio; 6 is angle between geologic dip direction and line of electrodes.

The split-spread method has very high resolution for local and very small
anomalies associated with such features as pinchouts and minor faults, as
will be shown under Interpretation (see Fig. 10); however, it suffers from
long-distance and regional accuracy. Data processing at the office is extrem
ly simple, but R-values can be obtained directly in the field, by means of
special instruments.

The leapfrogging collinear three-electrode procedure was used by Neuen-
schwander and Metcalf (1942) and Dahlberg (1945), from 0.5 Hz to severa
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by Neuen-
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kHz. Their analyses were confined to extracting relative noise levels or
average amplitude ratios, which would yield repeatable and geologically ana-
lytically significant data only when § is either 0° or 90°.

T-spread method

It is sometimes desirable to obtain dip and strike information at an iso-
lated field station. Here dip and strike pertain to the gross electrical anisot-
ropy (macro- and micro-anisotropy combined). A third measuring wire
spread is laid perpendicular to the split-spread from the middle electrode to
form a T-shaped spread (Yungul, 1867). Three simultaneous tellurograms
are recorded on the same strip chart. First, the split-spread data are obtained
(Fig. 7). If the data turn out to be as in the example shown at the top of
Fig. 7, no further analysis is needed: the split-spread is perpendicular to the
strike, and the J-value indicates the dip azimuth. (J is less than unity on the
down dip side, as will be explained under Interpretation.)

For an arbitrary orientation of the T-spread, the split-spread data will
come out as shown at the bottom of Fig. 7. Here R-values A and B are close
to unity, so for A and 3 the variation vector AE was nearly parallel to the
strike. Now the direction of this AE can be determined by means of the
third spread, and this will be the strike direction. The dip azimuth is deter-
mined by J, as explained above.

Cross-spread method

If the third recording channel that the T-spread method requires is not
available, the dip and strike information can be obtained by making two con-
secutive split-spread measurements, obtaining J, first, and then J, from a
spread formed by rotating the first spread 90° around the middle electrode.
This method actually yields more precise results than the T-spread, although
it requires a little more work. The data analysis is described below.

The boundary conditions show that any one telluric current sheet in the
Subsurface, say at a unit depth under the center electrode, can be replaced
by the top of a fictitious insulating basement without perturbing E at the
Surface. If the top of this basement immediately under the cross-spread is
ssumed to be an arbitrarily inclined plane under a homogeneous and iso-
tropic geologic section, then the J’s are approximately inversely proportional
,t° depths to the basement, as will be explained under Interpretation. Thus, it
S a simple geometry problem to relate independently normalized J, and J,
N one hand and the azimuth of the dip of this basement on the other. The

aement is determined by a triangle having one corner vertically below the
Center electrode and two corners below the reference points of J, and J, , at
epths 1, D, and D, respectively, where:

Di=9/(J, + 1) and D, = 2/(J, + 1) (15)
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HYBRID MAGNETOTELLURIC METHODS

Cagniard (1953) stated that MT data can be obtained at sea by measuring
H at a base station (B) on land and E only at sea stations. Observations sub-
stantiate the theory that horizontal components of H should not change
from one site to another, in particular if the geologic formations do not
have steep dips and abrupt lateral variations. Let us call this modification a
“roving MT".

It is now common practice to use this procedure to lower costs on land
where logistics and surface conditions are difficult, such as in marshy or arc-
tic regions. For instance, H is measured only at one station for all MT sta-
tions within about a 5-mi radius. However, H can change by a factor of
about 1.5, in 5 mi, if the subsurface has major lateral variations (see, for in-
stance, Hughes, 1974). This effect is frequency-dependent and can lead to
serious errors.

I was able to modify and simplify Cagniard’s roving MT so as to produce
MT data with or without magnetic measurements (Yungul, 1966); in particu-
lar, by confining the E-measurements to the approximately E1components
(perpendicular to the average strike of major geologic features). The sub-
surface at B is known from a dipole sounding, an MT sounding, or a well
log. E1 is measured simultaneously at 3 and F. It is well known in MT
theory that for an exactly two-dimensional subsurface, H7 is exactly the
same everywhere at the surface if the air resistivity is assumed infinite. All
that is necessary is to obtain amplitude ratios of E1 at F to those at 3 for
the frequencies of interest. The square of this ratio multiplied by the p1 of
the theoretical (or actual) MT sounding curve at B yields the p1-value at F.

Needless to say, this simple and inexpensive procedure is sensitive to de-
viations from two-dimensional tectonics, and the lack of complete MT data
makes it difficult to cope with near-surface inhomogeneities. This method
was evaluated by Crews (1972).

This method can be further extended, at least theoretically, to the case
in which neither a theoretical nor a real MT sounding curve exists at 3, for
a subsurface consisting of n horizontal layers at B and m horizontal layers at
F, if the parameters of only one layer are known (Yungul, 1966).

Another modification of Cangiard’s roving MT (Hermance and Thayer,
1975) requires one set of MT measurements at B. The remainder of simul-
taneous measurements at 3 and F are confined to E. With reference to eq. 7,
components ZV of the surface impedance tensor {Z,] can be determined at
3 from MT measurements by means of well-known procedures. (See, for in-
stance, Vozoff, 1972.)

Equation 9 relates the components of E at B to those at F and, returning
to complex quantities, defines a *““telluric transfer tensor”, [T], whose com-
ponents are Ty . This can be computed in the same manner as Zj. If it is as-
sumed as before, that H is the same everywhere, impedance tensor [Zp] at F
is equal to the product of [T] and [Zg]; this is MT data at F.

Th
MT, |
trans

In
tellur

In
stant:
We h:

Ib
ing pl
distin
rende
methe

INTER

- The
lipse h
The
signifi
F. The
of hor
ally nc
shall ¢
led ““te

RQualit

To t
fine dis
ture wi
that at
Jp =E
Forad
not ger
and J =

Appi
ing J-m
perpenc

We ¢
(1) the
ductivit
by fluig
by the ¢




R e
y
-
225
This method seems to be a little more economical than Cagniard’s roving
MT, but involves one more assumption: the existence of an exact telluric
ring transfer tensor [T] at all frequencies of interest.
ub- 3 In a book by Porstendorfer (1975, p. 65—80) the telluric and magneto-
telluric tensor relationships are treated in a unified fashion.
In the Introduction we first discussed MT, then mainly considered the in-
na . stantaneous dc condition, which can be called the *“‘real telluric method™.
f’" We have now come nearly full circle, back to MT.
id I believe that the real telluric and real MT methods have definite and last-
L are- ing places in applied geophysics: MT by its completeness, and telluric by the
a- distinct factors of simplicity and economy. Simplicity is important in that it
renders an occasionally used method readily available. Whether the hybrid
¢ in- methods also have definite and lasting places seems to be open to question.
to
INTERPRETATION
luce
wticu- -The geologic significances of the ellipticity and azimuth of an absolute el-
ints lipse have been briefly described under Absolute Ellipse Methods.
o- . The ellipticity and azimuth of a relative ellipse also have some geologic
i significance; however, these depend on the geology at B as much as that at
F. Their interpretation can be misleading unless 3 happens to be in a region
e . of horizontally layered subsurface. Consequently, relative ellipses are gener-
All . ally not constructed; only their areas, J, are determined. In what follows we
or shall confine ourselves to the interpretation of J. Contour maps of J are cal-
1 of led “telluric anomaly maps”’.
tF. K
y de- * Qualitative interpretation
gata | - | e
10d o To facilitate understanding of the geologi¢ significance of J, we shall con- .‘:';:}.;?
fine discussion to two-dimensional structures. For a two-dimensional struc- ;...wﬁ
ase - ture whose strike is in the y-direction, J at F is equal to the E-ratio at F to '“"’it'
for | ‘thatats: =5
ers o h = Eep /By (16) S
er, For a dc field Ey is the same everywhere, and an E in the x-direction does ;L
wl- ,n°t generate any y-component. This implies thatineq. 9,b=¢=0,d =1, E‘;'l Yo
eq T, }: and J = g, hence eq. 16. =y D3
ed at . Approximat;ely two-dimensional anomalies can be obtained by construct- ;;‘:’: {
or in- 4 'mg J-profiles from a telluric anomaly map along directions substantially ' } 5 ;
' 'Perpendicular to contours. ' f R
ring _ We can mentally construct a two-dimensional analog model that replaces: ; S
com- § . )tbe electric current by a nonturbulent fluid flow: (2) the electrical con-
isas- |\ Ctivity (1/p) distribution by a fluid permeability distribution; and (3) E
JatF F Y fluiq velocity v. This can be done because both phenomena are governed
he same equations and boundary conditions. This anology is helpful in
.
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visualizing qualitatively what kind of J-distribution to expect at the surface
of the earth over certain geologic models. For most people water velocity is
easier to visualize than E.
Figures 8 and 9 schematically show the J-anomalies associated with typi-
cal structures in sedimentary basins. Several of these characteristic effects
may be included in one model. Let us now examine a few case histories cor-
responding to some.of these schematic models.

{b)

SHALE STRUCTURE

."MACRO-ANISOTROPY"

Fig. 8. Schematic telluric anomalies due to two-dimensional hypothetical structures.
Numbers represent resistivities in ohm-m.
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SEDIMENTS

.[‘"E. 10. A telluric anomaly obtained by the split-spread method, over a fault. Subsurface
 formation came from seismic and well log data. Profiles 1 and 2 are 1 mi. apart. The
A dotted curve would have been obtained if the sediments were homogeneous and isotropic.

2 _ Figure 10 shows two telluric profiles over a fault. The subsurface informa-
i tion comes from detailed seismic and drilling data. The sedimentary section
i (under flat farmland) consists of gently dipping formations that include no

~ Wajor discrete resistivity layers. The effective resistivity is about 4 ohm-m.
- The telluric data were obtained by means of split-spread measurements. Pro-

P

ks " e repeat of Profile 1 was obtained at a different time and by different in-
: Stumentation than the other two profiles, to check repeatability.
'+ The anomaly associated with the fault would have probably been within
, ﬁxperimental error for another telluric method. It corresponds to Fig. 9b,
faulted stack”. Constructing a model of this subsurface is practically im-
Possible from well logs that could quantitatively account for this anomaly.
Is is because all of the microscopic and macroscopic properties of the sedi-
mf’ﬂtary section enter into the picture. One has to consider this anomaly as
‘Signature”’ and be satisfied with it.
In Fig. 10 the regional rise in J to the right is primarily due to rising base-

: ,j,flles 1 and 2 are 1 mi. apart. A band-pass filter peaked at T = 20 sec was used.
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ment. This corresponds to Fig. 8¢, ‘‘basement structure”. If the sedimentary
section was homogeneous and isotropic, one would obtain the dotted curve;
this will be explained under Approximate Interpretation. The steeper rise in
dJ is due to increasing resistivity to the right, toward the basin margin.

The telluric anomaly shown in Fig. 11 was obtained over the Haynesville
piercement salt dome in Texas (Boissonnas and Leonardon, 1948). The
depth to the salt top is about 1200 ft. The salt outline near the top is shown
by the dashed contour. This anomaly corresponds to Fig. 8a, ‘“salt structure”,
It will be analyzed under Quantitative Interpretation.

ew
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0 6000 FEET
e

Fig. 11. Telluric anomaly map (J-contours), Haynesville piercement salt dome, Texas.
(Modified from Boissonnas and Leonardon, 1948.)

Figure 12 is a telluric anomaly map of an area in the Midland 3asin, Texas,
comprising three major, isolated, known, and deeply buried reefs (Yungul et
al., 1973). These are the Millican (M), Jameson (J), and IAB Reefs. The data
were obtained mostly by the vectogram and partly by the split-spread meth-
ods. Only the vectogram stations, 287 of them, are indicated on the map,
by heavy dots.

Figure 13 is an east—west cross-section and J-profile across the Millican
Reef, showing the results of quantitative interpretation (as will be explained
in the section so named). The numbers in the resistivity zones are the resistiv-
ity ratios. The known reefs are geographically associated with large telluric
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Fig. 12. Telluric anomaly map (J-contours), Midland Basin, Texas. Stippled areas show
Yungul et al., 1973.)

highs, However, the cause of these anomalies is lateral variation in resistivity
Within the post-reef sediments, which seem to be ordinary “layer-cake”
types on the basis of extensive drill data. This anomaly is somewhat of the
type of Fig. 9c, “interfingering’’. The effect of the reef mass on this very
large anomaly is negligible.

Finally, Fig. 14, a classical example of a detail telluric survey, was done in
t%‘e Aquitania Basin, southern France (Migaux, 1946). This is a detailed por-
tion of a reconnaissance survey of a large area. Telluric stations are shown as

®avy dots. The relative-ellipse method was used. An anticline lies uncon-
-Omably under a horizontal section several hundreds of meters thick.

.The subcrop of a limestone layer in the anticline creates ‘“cuesta’ type
m"‘c_’f low and high telluric anomaly belts around the apex of the domal
Portion of the anticline, as shown by dotted and dashed lines, respectively.
na:' anticline is represented by a telluric high that corresponds to a combi-

on of Fig. 8d, “macro-anisotropy”, and Fig. 9d, “micro-anisotropy”.
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sistivities are indicated as resistivity ratios. Resistivities in ohm-m are 7 times these ratios. tr
Analog modeling with conducting paper and numerical modeling yielded practically the
same results. (Reproduced from Yungul et al., 1973.) ge
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high axes respectively, associated with a limestone subcrop. (Modified from Migaux,
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The limestone subcrop that creates the cuesta type anomaly constitutes
another model type that is not included in Figs. 8 and 9. Here again, it would
be extremely difficult to model this subsurface for quantitative interpreta-
tion, primarily due to the micro-anisotropy dependence.

Approximate interpretation

Smooth structures with low relief, and no high-resistivity “screening”
layers within the sediments produce simple relationships between J and
either the total horizontal conductance, S, of the sediments above basement,
or depth, D, to basement.

Foran arbitrary two-dimensional subsurface whose strike is in the y-direc-
tion, we have seen that:

Jp =E;p/Esp (16)
and that Hy is the same everywhere at the surface. It follows that:
JF = nyF‘/nyB = [plF /pJ.B ] b (17)

where Z,, is the MT impedance obtained from E, and H,, and p, is the MT-
transverse apparent resistivity.

If it is assumed that B and F are away from abrupt lateral changes in the
geology and overlie nearly horizontal layers, although in different sequences,
Wwe have, according to eq. 5:

Zy = 1/S,, Z. =1/Sg,
in the MKS system. Therefore, eq. 17 takes the following form:
e =8y /S (18)

Where, as defined by eq. 3:
$=D/p,
Therefore:

JF =DB Per (19)

—_—

D

F peB

I_fthe structures are smooth and of low relief, even though three-dimen-
Slonal, eq. 19 holds so long as stations are away from abrupt lateral changes.
BiOOtber limitation is that there should be no high-resistivity screening inclu-
NS in the sedimentary section, such as evaporite and carbonate layers of
¥preciable thickness. Such a layer accentuates the telluric effect of the sec-
O above it at the expense of that below (see Fig. 8d).
. E?quation 18 was derived by Migaux (1951), but the above derivation is
*Milar to that of Berdichevskii (1960, p. 38—42). -
g em{ning to eq. 18, if Sg is known, then J’s can be converted into an S-
P. Evidently this does not resolve D and p. separately. However, if pe’s
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are obtained at some locations by means of dipole or MT soundings or well
logs, J’s can be converted directly to D’s. This requires empirically modified
forms of eq. 18, from a statistical relationship between J’s and sounding
data. Berdichevskii (1960, p. 197—204) demonstrates the usefulness of such
relationships in several case histories involving basin evaluation.

With reference to eq. 19, if pe remains approximately the same in aregion,

then:
Jg =Dy |Dg. - (20)
This is how the dotted curve in Fig, 10 was obtained. Obviously pe increases
toward the basin margin, and eq. 20 does not hold quantitatively in this case.
The much publicized approximate interpretation techniques described
above are too restrictive and yield crude quantitative information at best, un-
less they are combined with an adequate amount of sounding data. They
cannot be used at all for interpretation of abrupt lateral discontinuities such
as those in Fig. 13. These, as well as broad structure anomalies, can be inter-
preted by quantitative modeling, discussed next.

Quantitative interpretation

Quantitative interpretation is done by determining a theoretical telluric
anomaly due to an assumed subsurface model (by means of analog or scale
modeling, or by numerical or analytic methods). This model is modified un-
til the theoretical anomaly matches the field measurements, which is called
“‘the forward problem” procedure in geophysical terminology. Going direct-
ly from the measurements to the model by imposing some constraints on
the model type, is called the ‘‘inverse problem” or “inversion”.

Telluric interpretation at present is practically confined to the forward
problem. With the exception of scale modeling, it is also confined to two-
dimensional structures. The inverse problems and three-dimensional numer-
ical methods constitute research projects at various organizations at present.
MT model calculations also yield telluric anomalies for these models. How-
ever, since telluric anomalies represent the dc case, simpler solutions can be
found for them by either experimental modeling (analog or scale modeling)

or calculations.
With the dc assumption, telluric current flow is governed by Ohm’s law:

i=E/p, (21)
where i is the current density. This leads to Laplace’s equation:
vVv=0 (22)

where V is the electric potential of which E is the gradient. The subsurface
model is confined between two half-spaces of infinite resistivity, namely the
air and basement. The source is a primary uniform horizontal E. A solution
of Laplace’s equation that satisfies the boundary conditions of the model

yields E (x, y), from which J-maps can be constructed. However, a straight-
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forward analytical procedure is not practical, and recourse is made to mathe-
« matical “tricks’’ even for extremely simple models. Two early and significant
k2 papers of this nature are due to Jaranov (1951), and Kunetz and Chastenet

% de Géry (1956).
3 Baranov’s (1951) method deals with a two-dimensional basement configu-
#5 ration of arbitrary shape. The sedimentary section is homogeneous and iso-
g;.tropic. Starting with the current density at the surface (obtained from Js
be- and assumed resistivity for the sediments), current lines are constructed in
%, the subsurface by making use of Hermite polynomials. Any one of these
£ current lines can constitute the solution, namely the top of the basement.
22 Evidently this is a method of solving the inverse problem.
1% The method developed by Yunetz and Chastenet de Géry (1956) is ap-

} plicable to the calculation of telluric anomalies due to a large number of
f¢ two-dimensional structures. These are formed by two or more homoge-
¢ heous media separated by surfaces of various shapes. The method uses the
™ technique of conformal transformation.
¥ These papers and many others now have historical value, in view of the
developments in MT numerical calculations that we shall discuss later.

} . Experimental modeling

> The only practical technique for three-dimensional interpretation now
 £/3eems to be scale modeling in electrolytic tanks in which the surface of the
‘ ‘.electrolyte represents the surface of the earth. Utzmann (1954) describes in
@ detail the instrumentation and the techniques of constructing the models
Yand making the measurements for the case of instantaneous dc, although an

i al'iernating current source is used.

43{’ MT scale modeling facilities can also be used to determine telluric anom-
53 al“?S, but such systems have additional constrictions not necessary for tel-
i WNC measurements. A review of MT scale modeling methods is given by

& Dosso (1973).

z In Certain cases master curves can be obtained by scale modeling for use
= W Interpreting anomalies due to a certain type of model but for a wide
.:»'finge of geometric parameters. Such a case follows.

b A piercement salt dome was modeled by an upright circular paraffin cyl-
elgcer’ Placed on the tank bottom, which represented the basement. The

ity _tmlyte represented the sediments. The ratio of salt to sediment resistiv-
i Co 15 Drac}tically infinite in this model. In reality (such as on the Gulf

) o ast) .thls is of the order of 1000, but whether it is 1000 or = makes no
Pleciable difference in the results.

'nodven this simple model does not lend itself to analytic calculations. Three
@ °els were constructed for different ratios of salt height, A, to diameter, d,
R luric anomalies for each one were measured for several depths, z, to
'{'h B P. The results were compiled in the form of master curves, as shown.
Wlin% 15, The solid curves represent maximum J’s, which occur over the

€r axis, as a function of depth-to-diameter ratio, z/4, for three dif-
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HOl . Fig. 15. Master curves for telluric anomalies due to an insulating upright circular cylin- to
[ , der, compiled from electrolytic tank scale modeling. The cylinder, resting on the tank ab
[ S bottom, represents a piercement salt dome. d is diameter, h is height, and z is depth to su
3o the top. Solid curves are maximum anomalies over the axis, and dashed curves are the
I 'r anomalies at one radius from the axis. tel
Sl e
S ferent models characterized by heigh-to-diameter ratios, h/d. Similarly, the is |
{' dashed curves are J’s above the salt edge, that is, one radius away from the co
} axis.
f Interestingly, the curves are practically the same for models for which Re
| the heigh-to-diameter ratio, h/d, is equal to or larger than unity: a condition
that applies to the piercement domes in the Gulf Coast area in general.
Therefore, one solid curve and one dashed curve, say for h/d = 2, will suf- ‘
fice to interpret domes of all geometric parameters so long as (h/d)>1. no:
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k Let us apply this to the interpretation of the anomaly shown in Fig. 11.
If the J-contours are smoothed and normalized to the nonanomalous region
Wind an average radial representative of the anomaly is obtained (not shown),
he maximum J at the center is 2.4. This yields (z/d) = 0.095 from the solid
Mcurve for (h/d) = 2, and J = 1.96 over the edge from the corresponding
@ldashed curve. On the telluric anomaly, J = 1.96 corresponds to a diameter
Jof 14,500 ft. Therefore, the depth is 1,380 ft. According to the map given
by 3oissonnas and Leonardon (1948), the drill data indicates an average
diameter of about 13,800 ft near the top, and an average depth of 1,200
R. The interpreted depth and diameter figures are satisfactorily close to the
actual data.
f Apparently the anomaly of Fig. 11 was obtained by using signals whose
periods were shorter than the S zone would require at Haynesville, Texas,
if the total sedimentary section is considered. On the other hand, the curves
of Fig. 15 are for the dc case (the S zone). Nevertheless, the interpretation
results are good. This is because the anomaly is not sensitive to the entire
height of the salt stock, as evinced from the h/d independence of the scale-
model data. All that matters in this case is that enough of the salt stock
lies within the depth of penetration, say within less than a skin depth. Evi-
W dently this example shows that quantitatively significant telluric data can be
jf 9btained even for periods shorter than those in the S zone.
.4 Conductive paper modeling for two-dimensional structures is probably
i the most practical approach for occasional interpreters who do not have
W ready access to MT numerical modeling programs. ‘The paper represents a
'f Vertical cross-section. The upper edge represents the air and the lower edge
j{" basement. A uniform dc electric field at the left and right extreme
Ry edges is applied by means of strips of aluminum foil cemented with a silver
fR Pant to the edges. The electric field along the upper edge is measured by
eans of a high-impedance voltmeter having a two-electrode probe.
- %, Finite resistivity ratios within the sediments can be obtained by stacking
%everal layers of paper or by punching holes in regular patterns. Stacking
tllows 5 decrease in two-dimensional resistivity (in ohms per square) down
k-*0 a factor of about 0.1. Punching holes allows an increase up to a factor of
e 2bout 10 The stacking is effective only if the model is pressed under an in-
k. 2ated plate to about 0.25 lb/sq in.
> Some conductive papers manufactured by telegraph companies for use in
s eprinters are satisfactory. They usually have some anisotropy; resistivity
&,‘hlgher across the roll of paper than along it; but the results can easily be
5 ected mathematically.
he modeling results shown in Fig. 13 were done with conductive paper.
2 Sults with numerical MT modeling were practically the same.
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tally layered, for the frequency with which telluric data had been measured.
This constitutes one of the outputs of MT modeling computer programs.
Normalized E1’s are equal to J’s if the frequency is within the S zone, as
shown by eq. 16. Obviously this requires that the model be in terms of re-
sistivity values and not resistivity ratios.

We have seen that the S zone comprises a broad band of frequencies. Ac-
cording to the law of electromagnetic similitude, resistivity and frequency can
be changed so long as their ratio is kept constant. Consequently, telluric
modeling results will remain practically the same for a wide range of resistiv-
ities and frequencies so long as the resistivity ratios are correct.

As mentioned above, the model data shown in Fig. 13 represent numeric
as well as paper modeling. The theoretical telluric and MT data shown in
Fig. 1 also were obtained by numerical modeling.

The published two-dimensional numerical MT modeling methods fall into
three main types: (1) transmission line analogy; (2) finite difference; and (3)
finite element. These methods are extensively reviewed by Ward et al. (1973).
The listing of a FORTRAN IV program using the finite-difference method
was published by Jones and Pascoe (1971). Recent progress in numeriral
MT modeling is reviewed by Praus (1975).
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