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#### Abstract

Magnetotelluric and telluric data were acquired in the vicinity of Mount Hood Oregon as part of a multidisciplinary exploration program to evaluate the geothermal potential of this stratocone volcano. Eleven field components were acquired simultaneously over the frequency band of $50 .-.001$ hertz. These data consisted of one five component magnetotelluric base site, two sets of two component remote electric field measurements and one set of remote horizontal magnetic field measurements. The data were recorded digitally in the field and processed later using the remote electric and magnetic signals to obtain unbiased tensor impedance and geomagnetic transfer function (tipper) estimates.

The effects on the surface field measurements of the rugged topographic relief were evaluated using forward simulations. A distortion removal scheme based on a linear relation between the topographically distorted fields and distant reference fields indicated that this distortion could be easily removed when a forward solution of the topographic model was available. This procedure, based on a three-dimensional integral equation solution of Laplace's equation, was applied to selected data. This analysis indicated that the topographic effects were responsible for only a small


component of the total field response observed.

These data were interpreted using one- and two-dimensional parameterized fitting schemes in conjunction with simple three-dimensional simulations. The data were divided into five bands based on the frequency characteristics exhibited by various transfer functions throughout the survey area. Polar diagrams for apparent resistivity, impedance phase and the complex geomagnetic transfer functions were generated over each band. The shape and orientation of these diagrams were used to choose appropriate forward simulations. The models obtained from various data subsets were combined into a composite three-dimensional model. This model indicated that at least two near surface conductors probably associated with saturated pyroclastic debris were located under the slopes of this Cascade volcano. The conductivities from near surface to depths of $10-15$ kilometers were dominated by a large resistive zone possibly related to a Pliocene intrusive. The main component of the model consisted of a large conductor with a finite cross-section buried 10-15 kilometers and striking north 20 degrees west. This conductive body may represent a partial melt zone in the lower crust.
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## Chapter 1

The Quest for a Magma Chamber

## [ I ] Introduction

A series of geological, geochemical and geophysical studies sponsored by the U . S. Department of Energy, U. S. Geological Survey, U. S. Forest Service and the Oregon Department of Geology and Mineral Industries were initiated in 1977 to assess the geothermal potential of the Mount Hood region. Mount Hood was chosen as the site for this multidisciplinary investigation because it is one of the largest most recently active stratovolcanos in the Cascades which was readily accessible for research. Furthermore, Mount Hood is located 80 kilometers from a metropolitan center, Portland Oregon, which would provide a ready market for any geothermal resource discovered. The presence of the chain of active volcanos, high regional heat flow, coupled with its tectonic setting, indicate that the High Cascades of north central Oregon should have a significantly large geothermal potential. The dominant economic factor however is associated with the discovery of localized near surface heat sources. An active volcano with a historic record of eruptive activity is a logical place to begin such an exploration effort.

Lawrence Berkeley Laboratory under contract with the Department of Energy was responsible for the electrical studies undertaken at Mount Hood. Due to the rugged terrain which limited accessibility and the probable existence of high near surface conductivities, the magnetotelluric-remote telluric sounding method was chosen as the most practical means to investigate this hostile environment. These data were supplemented by controlled source electromagnetic soundings at several locations.

The loop soundings were used in conjunction with the high frequency magnetotelluric impedance estimates to interpret the near surface conductivity distribution at several locations. The results are described in detail by Goldstein, Mozley and Wilt (1982).

## [ II ] Regional Geologic and Tectonic Setting

The regional tectonics of northern Oregon are intimately related to the Juan de Fuca ridge and the associated interaction of the Juan de Fuca plate with the North American plate. The relative position of these plates are shown in Figure 1.1. It was magnetic anomaly data acquired in this area in the 1960's that introduced an era of rapid evolution in the geologic sciences, resulting in the general acceptance of plate tectonics. It is therefore ironic that the tectonics in this region are so poorly understood.

The chain of High Cascade volcanos are commonly attributed to the subduction of the Juan de Fuca plate under the continental margin of Washington and Oregon. Whether this subduction is currently occurring is unclear. The absence of deep to intermediate focus seismic activity and the featureless bathymetry characterizing the Cascadia plain, which indicates the absence of a trench, have convinced some scientists that subduction is not presently occurring, (Hollister, 1979). However there is some evidence from $P$ wave residual inversion studies in northern Oregon by Iyer,Rite, and Green (1982) and from P wave conversion studies in western Oregon by Langston (1981), that a south eastern dipping subduction zone exists under northern Oregon. Furthermore, Geodetic evidence for the aseismic subduction of the Juan de Fuca plate was presented by Ando and Balazs (1979).


Figure 1.1. Tectonic structure, location of volcanos, and heat flow data for the Cascade Range (after Bacon 1981; Blackwell 1978; and Blackwell, Hull, Bowen, and Steele 1978).

Superimposed on the volcanic activity associated with the past or present subduction of the Juan de Fuca plate is a less obvious major north-south structural change in the crust which is located in the vicinity of Mount Hood. Evidence for this crustal change is both geological and geophysical in nature. Andesitic volcanism dominated all other eruptive rock types prior to 15 million years before present in the Cascades. Since this period, the andesitic volcanism decreased relative to the volume of basaltic lavas occurring south of Mount Hood. The volcanism which has occurred north of Mount Hood is older and dominately andesitic. The factors associated with this transition in type and age of the volcanism which occurs in the vicinity of Mount Hood have been considered by Williams, Hull, Ackermann and Beeson, (1982). The crust beneath the central Cascades in southern Washington and northern Oregon is younger, thinner and made up of mafic materials. In contrast the crust in the Cascades of northern Washington and California consists of older crust. A second factor, may be the close association of the Cascades south of Mount Hood with the hot extended crust in the Basin and Range Province.

The most striking geophysical evidence to support this north-south transition at Mount Hood is the regional heat flow shown in Figure 1.1, which is adapted from Blackwell (1978); Blackwell, Hull, Bowen and Steele (1978). An additional indication of this transition is found in the long range refraction seismic studies of eastern Washington and Oregon by Hill (1972). These data indicate that the crust thins from 35 kilometers in north eastern Washington to 25 kilometers under the Columbia plateau of southern Washington, then thickens again in east central Oregon. Deep resistivity measurements in Washington, Oregon and California, by Cantwell and Orange (1965), indicate that the crust in northern Washington and southern Oregon is underlain by a resistive basement which is missing in southern Washington and northern Oregon. This geological and geophysical evidence provides an incomplete but complex picture of the region in the vicinity of Mount Hood, implying that the lateral changes in the
lower crust and upper mantle are three dimensional in character.

[ III ] Geologic and Structural Setting of Mount Hood

Mount Hood is one of the major Pleistocene composite volcanos occurring midway along the Cascade volcanic chain which extends from northern California to British Columbia as shown in Figure 1.1. A geologic study by Wise (1969), was the earliest work devoted to a detailed understanding of the evolution of Mount Hood. The simplified geologic map shown in Figure 1.2 was based on the results of this study.

The volcano consists of approximately 180 cubic kilometers of dominately andesitic flows and pyroclastic debris. Approximately ninety percent of the cone was formed between $15,000-700,000$ years ago. This main phase of the cone building era was followed by a post glacial period which has been characterized by dacitic eruptions from the Mount Hood crater and olivine andesite lava flows from vents on the lower flanks of the cone. The youngest of these satellite vent lavas has been radiocarbon dated at 6,900 years ago. Three principal eruptive periods of dacitic volcanism have been recognized by Crandell (1980). The earliest of these periods was between 12,000 and 15,000 years ago. Pyroclastic debris and mudflows avalanched down the flanks of the cone into glaciated valleys as dacitic domes were extruded from the summit. The next period of activity, between 1,500 and 1,800 years ago, resulted in additional pyroclastic flows and mudflows which were restricted to the southern and southwestern flank of the cone. This material was derived from a dacite dome which was extruded within the crater. The missing south rim of the crater directed the debris which resulted as the dome collapsed onto the southern slope of the cone. The last period of activity occurred 200-300 years ago, which resulted in the extrusion of


Figure 1.2 A simplified geologic map of the Mount Hood area (after Wise 1969).
the Crater Rock dome. This dacite plug dominates the south facing crater of Mount Hood and is associated with extensive fumarolic activity.

The Mount Hood volcanics erupted through the upper Miocene Columbia River basalts. These basalt flows were extruded onto a surface characterized by low relief. The region near Mount Hood was subsequently subjected to stresses which resulted in the development of folds and thrust faults oriented northeast-southwest. Uplift and volcanism associated with Pliocene intrusives culminated in the development of the complex basement structure under Mount Hood.

Present tectonic activity has superimposed on this complex setting, a series of right-lateral strike-slip faults oriented northwest-southeast. In addition, linear features have been interpretated as subsidence patterns which indicate block faulting associated with the development of a graben structure around Mount Hood. The older volcanics in this vicinity have been deeply eroded and covered with recent pyroclastic debris, which has hidden many geologic features. This complex structure and the various means of inquiry used to unravel its intricacies are summarized by Williams, Hull, Ackermann and Beeson (1982).

## [IV] The Relevance of Electromagnetic

 Induction StudiesComplex multistage fractionational models of andesitic-dacitic volcanic centers based on petrological evidence have been developed. Based on these models which are described in detail by Hildreth (1981), a complex distribution of magma and partial melt zones may be expected in the crust and upper mantle under a composite stratocone volcano. An upper limit of 8-10 kilometers for these melt zones under Mount Hood has been provided by geothermometers discussed by White (1980). A lower
limit on the depth to a partial melt zone of 15 kilometers may be reached by a simple extrapolation for a heat flow of 2.5 HFU or a thermal gradient of $60 \mathrm{C} / \mathrm{km}$ in the vicinity of Mount Hood (Williams, Hull, Ackermann and Beeson 1982; Blackwell and Steele 1979).

Two phase model studies of Waff (1974) indicated that the bulk electrical conductivity of a partial melt was dominated by the fraction of melt and the connectivity of liquid paths. This would indicate that the conductivity was a strong function of temperature. Experimental studies by Waff and Weill (1975) showed that compositional variations at fixed temperatures within the magmatic range caused changes in electrical conductivity of less than an order of magnitude. However, thermal variations providing partial melt conditions could change the conductivities by two to four orders of magnitude. These studies support the earlier findings of Watanabe (1970) and Watanabe (1972), which indicated that increases in conductivity by two orders of magnitude occurred at the time of melting under high pressure conditions. This strong dependence of electrical conductivity on temperature has endowed the induction methods with the ability to detect geothermal targets in complex environments where other techniques may be unreliable.

## Chapter 2

## Data Acquisition and Processing Procedures

## [ I] Field Operations and Equipement

The data in this study were acquired in two stages by Geonomics Inc. under contract with Lawrence Berkeley Laboratory. The first phase of the program commenced in June 1977 and resulted in the measurement of magnetotelluric data at eight locations supplemented by remote telluric measurements at an additional eleven sites. The second phase of the acquisition resulted in the completion of an additional seven magnetotelluric and thirteen remote telluric measurements. The onset of inclement weather required the premature termination of the survey in early November 1977.

The survey was designed to use the remote reference scheme introduced by Gamble, Goubau, and Clark (1978) for obtaining unbiased estimates of the tensor impedance. The general field procedure used to implement this scheme is shown in Figure 2.1. The details describing the system components used are shown in the block diagram in Figure 2.2. The two component remote magnetic measurements were acquired for the remote reference data processing procedure. The requirements on these remote data are that they must be coherent with the magnetotelluric field components measured at the base station and that they must have independent noise properties. Remote electric fields acquired simultaneously could be used in place of the remote magnetic measurements since these data should also have independent noise properties. However, the electric field measurements were expected to provide a less reliable reference signal than the magnetic measurements because in regions characterized by near surface lateral changes in conductivity the electric fields may be linearly


Figure 2.1 A pictorial diagram of the magnetotelluric-remote telluric data acquisition system with a reference magnetometer.


Figure 2.2 A block schematic of the data acquisition system.
polarized. In the remote reference processing technique, described in detail later, two independent field quantities must be measured at the remote site. Impedances cannot be calculated if the coherence of the two fields is unity. A strong linear field polarization implies a linear dependence and therefore results in a high coherence measurement. The geologic information available indicated that the near surface conductivity distribution could be quite complex in the vicinity of Mount Hood. Based on this information it was deemed prudent to acquire the remote magnetic data.

Near surface inhomogeneities give rise to rapid spatial variations and broad band distortions in the resulting transfer functions. These characteristics greatly impede quantitative interpretation of the data. In such an environment, a large number of measurements are required to provide sufficient information for a quantitative estimation of the conductivity distribution. The two sets of remote horizontal electric field measurements were acquired to supplement the magnetotelluric data, thus proving an economic means of effectively increasing our observation density.

The electric field inputs to the differential mode preamplifiers, depicted in Figure 2.2, were provided by an orthogonal pair of grounded electric dipoles. The dipole lengths were 150 meters and copper-copper sulfate electrodes were used to prevent electrode polarization effects. Some measurement locations in the survey area were characterized by high contact impedance values and several electrodes wired in parallel were used to reduce the source impedance. A second difficulty encountered on the upper slopes of the volcanic cone were self potential voltages so large that the D.C. bucking circuit was unable to cancel them. When this phenomenon occurred the measurement dipoles were rotated to minimize the effects.

Eleven field components were amplified, filtered and monitored for data quality. These data were then digitized and recorded on nine track magnetic tapes. The data were acquired in five to six overlapping bands providing a total frequency coverage of 40.-0.001 hertz. The data in each band were recorded serially, thus requiring a total
record time of approximately twenty hours per site to acquire a sufficient number of time series to estimate accurate impedance and geomagnetic transfer functions.

## [ II ] Data Acquisition

During the initial phase of the field work the measurement locations were confined to an eight square kilometer region on the southern slope of the volcanic peak between Timberline Lodge and Trillium Lake which are shown on the geologic map in Figure 1.2. There are two thermal manifestations in the region; the first and most evident is the fumarole activity in the Crater Rock area located on the summit of Mount Hood. The other thermal manifestation, Swim Warm Springs, is located in the survey area. Throughout this phase of the field work, the remote magnetic measurement position was relocated only once to satisfy the line of sight requirements of the telemetry.

Extensive commercial development in this region provided a great deal of electromagnetic noise associated with sixty hertz power lines and switching transients with broad band frequency characteristics. This extensive cultural noise combined with equipment malfunctions resulted in the acquisition of a great deal of poor quality data. Even remote reference signal processing techniques were unable to improve the results significantly at most sites. Only three magnetotelluric sites and one remote telluric site were used during the interpretation stage. These sites are designated as 11 , 13, 14, and 15a in Figure 2.3. Most of the measurements in this area were characterized by a north-south polarization of the electric fields.

The next phase of field work consisted of obtaining data in four regions surrounding the volcanic peak. The initial acquisition plan called for two magnetotelluric sites and four remote telluric sites in each region. A magnetotelluric and a remote

## SITE LOCATIONS



Figure 2.3 Magnetotelluric sites are numerically designated, as an example site 2 with the remote telluric sites measured at the same time indicated by 2A and 2B.
telluric sounding was to be made at the same location in each of the areas. Good quality data were obtained during this phase of the project. The location of these data sites are indicated in Figure 2.3.

The first cluster was located approximately three miles north-east of the volcanic peak, in the vicinity of an olivine andesite satellite vent with an estimated age of 12 16,000 years before present. Magnetotelluric data were acquired at sites 1 and 2, with site 2 being the location of a previously measured remote telluric data set. Three remote telluric sites provided additional control on the near surface conductivity variations in this area.

The next group of measurements acquired provided an east-west profile across the Hood River. This profile consisted of magnetotelluric sites 3 and 4 supplemented by four remote telluric measurements. The sites on the eastern end of the profile were located in an area of rugged topographic relief. The profile was made across the expected fault trace delineating the eastern boundary of a north-south trending graben structure within which Mount Hood may be located.

The third group of measurements consisted of magnetotelluric sites 5 and 6 with three remote telluric measurements. As in the first cluster of sites, one magnetotelluric site was located at the same point as a previously recorded remote telluric measurement. These data were acquired in an area south-east of Mount Hood and east of the area where the initial data were collected. This region was covered with a relatively high density of measurements with the hope that the resulting information would delineate the conductivity distribution responsible for the strong north-south polarization of the electric fields in the area south of Mount Hood.

The last area covered in the survey was near Old Maid Flat on the western flank of Mount Hood. This cluster of measurements consisted of the magnetotelluric site 7 and three remote telluric sites. Due to equipment malfunctions and several inches of snow, the survey was prematurely ended. This group of sites completed the survey
goal of obtaining a reasonable distribution of field measurements around the volcano.

## [ III ] Evaluation of the Remote <br> Telluric Impedance Estimates

In order to increase the density of measurements and minimize time and cost factors, remote telluric measurements were used to supplement the magnetotelluric data. These remote electric measurements are used in conjunction with the horizontal magnetic fields measured at the magnetotelluric site to calculate an impedance tensor. This tensor estimate will be correct if the horizontal magnetic fields do not vary appreciably between the two measurement locations. The distortion of the horizontal fields and their effects on the impedances calculated from remote telluric data are well described using two and three dimensional models by Stodt, Hohmann, and Ting (1981). Their results indicated the distortion of the horizontal magnetic fields caused by near surface conductors could result in significant changes in the resulting impedance values. This effect was most pronounced for two dimensional models; the distortion due to the presence of a three dimensional scatterer was less but still appreciable at higher frequencies.

In order to minimize the effects of these spatial variations in the horizontal magnetic fields, the remote telluric sites were located less than five kilometers from the corresponding magnetotelluric site. The field procedures used during the survey provided six checks on this possible source of error. The measurement of remote telluric data at the same location as a magnetotelluric sounding was initially planned for each cluster of measurements. This check was actually implemented twice during the survey, initially at site 1B-2 and later at site 5-6A. A second check for this type of error was made by placing the remote magnetometer at the same location as one of
the remote electric field measurements. These sites were then processed as both a remote telluric and magnetotelluric measurement. This dual processing procedure was implemented at sites $2 \mathrm{~A}, 3 \mathrm{~A}, 4 \mathrm{~A}$ and 5 A . These data provided an additional four locations to check for variations in the horizontal magnetic fields.

The results of the six magnetotelluric-remote telluric data sets are presented in Figures 2.4 through 2.9. The apparent resistivities calculated from the off-diagonal components of the impedance tensors, plotted as a function of the square root of period, are shown; the vertical bars indicate a 50 percent confidence interval based on a Normal distribution as described by Gamble, Goubau and Clark (1979).

These results were nearly the same at five of the locations. These sites were distributed throughout the survey area and consequently were subjected to a variety of near surface conditions. The apparent resistivities at sites $2,5,2 \mathrm{~A}, 4 \mathrm{~A}$ and 5 A are shown in Figures 2.4, 2.5, 2.6, 2.7, and 2.8 respectively. These figures indicate that both apparent resistivities below 1.0 second period are coincident within the statistical errors. They also show spatial variations in the horizontal magnetic field components throughout the survey area in the frequency range above 1.0 hertz. The resulting high frequency distortions in these apparent resistivities could affect their interpretation. However, this would be a second order affect since the general frequency characteristics are similar. The major limitations on the interpretation are provided by the sparse spatial sampling and limited frequency range of the entire data set collected at Mount Hood.

The only dual processed field measurement which indicated a significant amount of distortion due to lateral variations of the horizontal magnetic fields was at site 3A. These data, shown in Figure 2.9, clearly show different frequency characteristics from 0.1 to 0.02 seconds. This implies that the horizontal magnetic fields vary appreciably over lateral dimensions as small as two kilometers. These magnetic fields measured at site 3, were associated with highly polarized electric fields. The resulting apparent


Figure 2.4(a) Magnetotelluric site 2 processed using the remote magnetic signals.


Figure 2.4(b) Remote telluric site 1 B measured at the same location as the magnetotelluric site 2 and processed using the remote magnetic signals.


Figure 2.5(a) Magnetotelluric site 5 processed using the remote magnetic signals.


Figure 2.5(b) Remote telluric site 6A measured at the same location as the magnetotelluric site 5 and processed using the remote magnetic signals.


Figure 2.6(a) Remote telluric and magnetic data both measured at site 2 A processed as a magnetotelluric measurement using the base magnetic as the reference signal.


Figure 2.6(b) . Remote telluric site 2 A processed as a remote measurement using a remote electric (2B) as a reference signal.


Figure 2.7(a) : Remote telluric and magnetic data both measured at site 4A, processed as a magnetotelluric measurement using the base magnetic as the reference signal.


Figure 2.7 (b) Remote telluric site 4A processed as a remote measurement using a remote electric (4B) as a reference signal.


Figure 2.8(a) Remote telluric and magnetic data both measured at site 5 A , processed as a magnetotelluric measurement using the base magnetic as the reference signal.


Figure 2.8 (b) Remote telluric site 5 A processed as a remote measurement using a remote electric (5B) as a reference signal.


Figure 2.9(a) Remote telluric and magnetic data both measured at site 3A, processed as a magnetotelluric measurement using the base magnetic as the reference signal.


Figure 2.9(b) Remote telluric site 3A processed as a remote measurement using a remote electric (3B) as a reference signal.
resistivities in the principle directions were separated by nearly four orders of magnitude and the tensor skew values were greater than 0.5. A qualitative interpretation of the geomagnetic data in conjunction with other impedance estimates in this area indicate that site 3 is located near the edge of a near surface three dimensional conductivity distribution possibly associated with a Pliocene intrusive center. In addition, sites 3 and 3A are located in some of the most rugged topography in the survey area. It is interesting to note that even in the extremely inhomogeneous environment provided by this example, the magnetic fields are appreciably distorted only at periods less than 10. seconds.

The reason such small lateral changes in the horizontal magnetic fields were observed was probably related to the small separations used between the magnetotelluric sites and the associated remote telluric measurements. The near surface inhomogeneities which were encountered on this scale were three dimensional in nature and therefore had characteristics similar to the TM response of a two dimensional scatterer. This resulted in small horizontal magnetic field variations over distances less than 5 kilometers.

## [ IV ] Data Processing Procedures

The five to six bands of the various electric and magnetic time series were visually edited to exclude any segments where poor correlation existed between appropriate field components. The remaining time series were tapered and Fourier transformed. Autopower and cross power estimates were then averaged over all the available time series. Additional smoothing of the spectral estimates was obtained by averaging the harmonics over constant Q windows. The first three harmonics in each band were excluded to minimize the effects of the distortion in the spectral estimates
caused by the tapered windows.
These various auto and cross spectral estimates were then used to calculate an estimate of the impedance tensor which provides a measure of the conductivity of the earth as a function of frequency for each measurement location and which is independent of source polarization. When the electric and magnetic field components are measured in the presence of noise, the impedance tensor may be systematically distorted depending on the distribution of the noise in the various field components. The most popular schemes for estimating the impedance tensor $\mathbf{Z}$ have been various types of least squares estimates which are summarized by Sims;Bostick and Smith (1971). The least squares $\mathbf{H}$ field estimate of the impedance may be written as,

$$
\left[\mathbf{E H} \mathbf{H}^{*}\right]=\mathbf{Z}_{H}\left[\mathbf{H} \mathbf{H}^{*}\right]
$$

where the ${ }^{*}$ implies complex conjugate, $<>$ indicates spectral averages, and the notation is defined as follows.

$$
\begin{gathered}
{\left[\mathbf{E H}^{*}\right]=\left[\begin{array}{cc}
\left\langle\mathbf{E}_{x} \mathbf{H}_{x}^{*}\right\rangle & \left\langle\mathbf{E}_{x} \mathbf{H}_{y}^{*}\right\rangle \\
\left\langle\mathbf{E}_{y} \mathbf{H}_{x}^{*}\right\rangle & \left\langle\mathbf{E}_{y} \mathbf{H}_{y}^{*}\right\rangle
\end{array}\right]} \\
\mathbf{Z}_{H}=\left[\mathbf{E H}^{*}\right]\left[\mathbf{H H}^{*}\right]^{-1}
\end{gathered}
$$

Two simple cases are provided to illustrate the problem associated with noisy data. First assume that only the magnetic field components $\mathbf{H}$ have a noise component $\mathbf{H}_{n}$,

$$
\begin{aligned}
\mathbf{H} & =\mathbf{H}_{s}+\mathbf{H}_{n} \\
\mathbf{H H}^{*}=|\mathbf{H}|^{2} & =\left|\mathbf{H}_{s}+\mathbf{H}_{n}\right|^{2}>\left|\mathbf{H}_{s}\right|^{2}
\end{aligned}
$$

then the estimate of $\mathbf{Z}_{H}$ would be biased down since $\mathbf{Z}_{H}$ has autopowers of $\mathbf{H}$ in its denominator. A second example of the effects of noise may be clearly seen in the least squares $\mathbf{E}$ field estimate of the impedance which is given by:

$$
\mathbf{Z}_{E}=\left[\mathbf{E E}^{*}\right]\left[\mathrm{HE}^{*}\right]^{-1}
$$

If in this case, one assumes that only the electric fields have a noise component $\mathbb{E}_{n}$,

$$
\begin{gathered}
\mathbf{E}=\mathbf{E}_{s}+\mathbf{E}_{n} \\
\mathbf{E} \mathbf{E}^{*}=|\mathbf{E}|^{2}=\left|\mathbf{E}_{s}+\mathbf{E}_{n}\right|^{2}>\left|\mathbf{E}_{s}\right|^{2}
\end{gathered}
$$

then the estimate of $\mathbf{Z}_{E}$ is biased up since the autopowers of $\mathbf{E}$ are in the numerator of $\mathbf{Z}_{E}$.

A technique which provided an unbiased impedance tensor in the presence of correlated noise was developed by Gamble, Goubau and Clark (1978)." The method utilizes an additional vector measurement of the electric or magnetic field at a remote location. These remote measurements must be coherent but have uncorrelated noise characteristics with respect to the magnetotelluric measurements. Using this reference signal, an impedance may be estimated using the following equation;

$$
\begin{aligned}
& {\left[\mathbf{E R}{ }^{*}\right]=\mathbf{Z}_{R}\left[\mathbf{H R}^{*}\right]} \\
& \mathbf{Z}_{R}=\left[\mathbf{E R}^{*}\right]\left[\mathbf{H R}^{*}\right]^{-1}
\end{aligned}
$$

where $\mathbf{R}$ represents the remote reference signal. Since by definition the noise in all of the above cross-spectra are uncorrelated and no autopowers are used, then as the signals are averaged the impedance error will tend to zero and the bias problem is eliminated. An additional advantage in using the remote reference scheme is that it provides an accurate estimate of the signal and noise powers. These powers may then be used to calculate accurate error bounds for the impedance estimates. The details of these calculations are provided in the Ph.D. dissertation by Gamble (1978). An example illustrates the signal estimation procedure. Assume that only the electric field $\mathbf{E}$ has a noise component $\mathbf{E}_{\boldsymbol{n}}$.

$$
\mathbf{E}=\mathbf{E}_{s}+\mathbf{E}_{n}
$$

First calculate $\mathbf{Z}_{R}$ as described earlier, then calculate the predicted electric field $\mathbf{E}^{p}$ using $\mathbf{Z}_{R}$ and the measured $\mathbf{H}$ fields.

$$
\left[\mathbf{E}^{p} \mathbf{E}^{*}\right]=\mathbf{Z}_{R}\left[\mathbf{H E}^{*}\right]=\left[\mathbf{E R}^{*}\right]\left[\mathrm{HR}^{*}\right]^{-1}\left[\mathrm{HE}^{*}\right]
$$

The expectation of $\left[\mathbf{E}^{p} \mathbf{E}^{*}\right]$ is given by the following equation,

$$
\left[\mathbf{E}_{s} \mathbf{E}_{s}\right]=\left[\begin{array}{ll}
\left|\mathbf{E}_{x_{s}}\right|^{2} & \mathbf{E}_{x_{s}} \mathbf{E}_{y_{y_{s}}} \\
\mathbf{E}_{y_{s}} \mathbf{E}_{x_{s}}^{*} & \left|\mathbf{E}_{y_{s}}\right|^{2}
\end{array}\right]
$$

which is a Hermitian matrix. Due to the existence of noise on the various field components [ $\mathbf{E}^{p} \mathbf{E}^{*}$ ] is not Hermitian. However, the Hermitian component of $\left[\mathbf{E}^{p} \mathbf{E}^{*}\right]$ may be estimated by the following relation.

$$
\left[\mathbf{E}_{s} \mathbf{E}_{s}\right]^{p},=1 / 2\left(\left[\mathbf{E}^{p} \mathbf{E}^{*}\right]+\left[\mathbf{E}^{p} \mathbf{E}^{*}\right]^{T}\right)=1 / 2\left(\left[\mathbf{E}^{p} \mathbf{E}^{*}\right]+\left[\mathbf{E}^{*} \mathbf{E}^{p}\right]\right)
$$

Once the signal components have been estimated the noise component is easily found.

$$
\mathbf{E}_{n}=\mathbf{E}-\mathbf{E}_{s}
$$

This procedure may be used for all field components from which the variance of the impedance estimates may be calculated.

The remote reference scheme requires only that the remote signal be coherent and have independent noise characteristics. Since two sets of remote electric fields were acquired as well as a remote magnetic, the magnetotelluric data could be processed using any of these signals. To estimate the relative effect of various types of reference signals, impedance estimates were calculated using both electric and magnetic references. This comparison at five locations are shown in Figures 2.10 through 2.14. The upper plot in each figure represents the apparent resistivities calculated


Figure 2.10(a) Magnetotelluric site 1 processed using the remote magnetics as the reference signal.


Figure 2.10(b) Magnetotelluric site 1 processed using the remote electric (1B) as the reference signal.


Figure 2.11 (a) Magnetotelluric site 2 processed using the remote magnetics as the reference signal.


Figure 2.11(b) Magnetotelluric site 2 processed using the remote electric (2B) as the reference signal.


Figure 2.12(a) Magnetotelluric site 4 processed using the remote magnetics as the reference signal.


Figure 2.12(b) Magnetotelluric site 4 processed using the remote electric (4A) as the reference signal.


Figure $2.13(\mathrm{a}) \quad$ Magnetotelluric site 5 processed using the remote magnetic as the reference signal.


Figure 2.13(b) Magnetotelluric site 5 processed using the remote electric (5B) as the reference signal.


Figure 2.14(a) Magnetotelluric site 6 processed using the remote magnetics as the reference signal.


Figure 2.14(b) Magnetotelluric site 6 processed using the remote electric (6B) as the reference signal.
from the off-diagonal elements of the impedance tensor using the remote magnetic signals as the reference. The lower plot indicates the same information with remote electric fields used to process the data. All five figures indicate that the apparent resistivities calculated with either electric or magnetic reference signals provide comparable impedance estimates.

When the field survey was planned, the choice was made to use a horizontal magnetic field measurement as the remote reference signal. Magnetic fields were chosen because they are less susceptible to the distorting effects of near surface inhomogeneities than the electric fields. This decision was made at the expense of losing the additional information regarding the subsurface conductivity which may have been obtained by using the remote electric signals. The results depicted in Figures 2.10 through 2.14 indicate that the increased spatial sampling provided by the substitution of an additional remote telluric for the remote magnetic measurement would have been a wise decision. If remote electric signal processing had been incorporated into the survey plan, unbiased impedance estimates could have been calculated along with an additional six measurement sites. This procedure was inadvertently used in the cluster of measurements at Old Maid Flat, sites $7,7 \mathrm{~A}, 7 \mathrm{~B}, 7 \mathrm{C}$. The remote magnetometer malfunctioned and was replaced by an additional remote telluric site. . These data were processed using remote electric fields and resulted in excellent impedance estimates.

## [ V ] A Comparison of Two Processing

Techniques for Bias Removal

Various techniques have been developed to reduce the effects of noise on the impedance estimates, using only local field measurements ( Kao and Rankin 1977;

Jupp 1978). These techniques have the advantage of requiring no additional information and thus simplifying the acquisition requirements. The relative merit of these techniques compared to the remote reference scheme has not been shown when data are characterized by low predicted coherencies or correlated noise components. However, a comprehensive study of bias removal using data with these characteristics, indicated that a successful bias reduction scheme would require additional information with uncorrelated noise properties with respect to the local measurements, Goubau, Gamble and Clarke (1978):

An opportunity to compare directly a local field bias reduction scheme and the remote reference technique on the same data sets was provided by this survey. The data were initially processed by the contractor using a bias reduction scheme which required only local field measurements. This approach used multiple coherence estimates to develop a system of nonlinear equations which were solved in an iterative fashion. A detailed description of this procedure was published by Lienert, Whitcomb, Phillips, Reddy and Taylor (1980).

This iterative method may be easily summarized. Initially one assumes a signal to noise ratio ( $s n$ ) for the magnetic field components and calculates the multiple coherence functions from the auto and cross-spectral estimates. Utilizing the relationship between the signal to noise ratio $s n$ of the various components and the multiple coherence $\left(\gamma_{i j k}\right)$ of the $i^{\text {th }}$ field component in terms of the $j^{\text {th }}$ and $k^{t h}$ components, one obtains the following nonlinear equations.

$$
\gamma_{i j k}=\left(\frac{s n_{i}}{1+s n_{i}}\right)\left(\frac{s n_{j}+s n_{k}}{1+s n_{j}+s n_{k}}\right)
$$

Using the multiple coherence value based on the field measurements and the assumed $s n$ value for the magnetic field components, one solves the system of equations for the signal to noise ratio of the electric field components. Next, calculate the signal to
noise estimates for the magnetic fields using the electric field ratios previously obtained. Adjust the various autopowers $\mathbf{P}$ using these estimated signal to noise ratios.

$$
\mathbf{P}_{i, \text { adjusted }}=\mathbf{P}_{i, \text { measured }}\left(\frac{s n_{i}}{1+s n_{i}}\right)
$$

These adjusted autopowers are used to calculate an updated multiple coherence estimate. This iterative procedure continues until the updated multiple coherence values equal or exceed unity. The adjusted autopowers are then used to obtain a least squares estimate of the impedance tensor.

Two examples are provided to compare the results using the iterative technique with those provided by the remote reference method. The first comparison is shown in Figure 2.15. The upper portion of this figure indicates the apparent resistivities calculated from the off-diagonal components of the impedance tensor rotated into its principle direction, using the iterative method. The lower portion provides the apparent resistivities based on the same data calculated using remote electric reference signals. Large differences in the two sets of impedance estimates are quite evident, the largest departure occurring in the spectral range above 0.1 second period. This portion of the power spectra was characterized by a low signal to noise ratio. The rapid variations as a function of period indicated in the iterative impedance estimates are physically unlikely. The iterative apparent resistivities calculated at all the sites in this area were characterized by a great deal of spatial variability. In contrast, the impedance estimates calculated by the remote reference technique produced smoothly varying apparent resistivities at site 7 which provided a high degree of spatial coherency with respect to the other measurements in the area.

A second example is shown in Figure 2.16. The upper plots indicate the apparent resistivities calculated using the iterative scheme and the lower plots depict the results


Figure 2.15 (a) Magnetotelluric site 7 processed using only local measurements with the iterative bias removal technique.


Figure $2.15(\mathrm{~b}) \quad$ Magnetotelluric site 7 processed using the remote reference technique.


Figure 2.16(a) Magnetotelluric site 2 processed using only local measurements with the iterative bias removal technique.


Figure 2.16(b) Magnetotelluric site 2 processed using the remote reference technique.
obtained using the same data with a remote signal processing. The discrepancies between the two sets of apparent resistivities are not as pronounced as in the first example. The only significant departure in these results occur in the vicinity of 1.0 second period. This portion of the spectra was again characterized by a low signal to noise ratio. The smooth variations of the apparent resistivities calculated using the remote reference technique, coupled with their high spatial coherency with other measurement sites in the array, provide evidence supporting the accuracy of these estimates. This indicates that the iterative method fails to provide accurate impedance estimates when the signal to noise ratios are low.

In summary, the remote reference technique provided impedance estimates with smoother frequency characteristics and higher spatial coherencies than the iterative method throughout the entire data set. This improved data quality provided by the remote reference method, proved to be an invaluable aid for interpretating these data.

## Chapter 3

## Topographic Effects at Mount Hood

## [ I ] An Evaluation of the Topographic <br> Effect on Magnetotelluric Data

The Interpretational complexities associated with magnetotelluric data may be compounded by the distortion of the surface field measurements caused by near surface inhomogeneities. The degree of this distortion depends on the relative conductivity contrast with respect to the background media, the size, and the shape of the anomalous zone. The most obvious source of field distortion in a mountainous region would be the topography. This problem was considered in detail since the topographic relief in the region around Mount Hood ranged from 3400 meters on the peak to as low as 600 meters in the surrounding valleys over lateral dimensions on the order of tens of kilometers.

To estimate the effects of this type of "geologic noise", a set of two dimensional topographic models were calculated using a half-space resistivity of 100 Ohm-m. The lateral dimensions were approximately 2500 meters with a height of 375 meters. These dimensions were appropriate to simulate the effects on local measurements caused by the mountains in the survey area.

The magnetotelluric response was simulated using a two dimensional modeling program which provided a solution to Maxwell's equations through the use of the transmission system and network analogies. The program, developed by T. Madden, was modified and provided to the author by K. Vozoff. The modeling results indicated that the only field component which was significantly affected by the topographic
model was the electric field directed perpendicular to the strike of the model. This transverse magnetic (TM) mode response was compared to the direct current solution developed by Oppliger (1982). This solution was calculated using a three dimensional integral equation solution of Laplace's equation. The topography was modeled by rectangular cells oriented parallel to the local terrain. Each cell provided a constant surface charge distribution which simulated the potential distortion caused by the nonplanar surface. The comparison was made by using an elongate three dimensional structure to simulate the two dimensional model. A uniform current source was provided by placing the source electrode a large distance, on the order of fifty model dimensions, from the center of the model. The electrode was positioned such that the resulting current flow was perpendicular to the strike direction.

The first model considered was a simple ridge with a twenty degree slope, which is shown in Figure 3:1(a). The steps indicate the electromagnetic model which approximates the topographic feature with rectangular cells. The solid smooth line indicates the tangentially oriented cells which provides the integral equation solution to Laplace's equation. The comparison between the electromagnetic response over a band width of three decades (1.0-0.001 hertz) and the direct current solution is shown in Figure 3:1(b). The similarity of the field responses indicates that the magnetotelluric distortion below 1.0 hertz for this model may be well approximated by the D.C. solution. In this figure the total electric field perpendicular to strike is normalized by the undistorted field. The field distortion is over 40 percent at some positions along the profile. A distortion of this magnitude would have a significant effect on the resulting apparent resistivities.

The next simulation considered was a valley with 20 degree slopes which is shown in Figure 3.2(a). Both the electromagnetic response from 1.0 to 0.001 hertz and the direct current solution are presented in Figure $3.2(\mathrm{~b})$. As in the previous case, the results are similar; indicating that electromagnetic distortion below 1.0 hertz

Figure 3.1 (a) Topographic ridge model (b) electric field perpendicular to strike normalized by the undistorted field for the TM mode plane wave and D.C. responses.
(a)


Figure 3.2 (a) Topographic valley model (b) electric field perpendicular to strike normalized by the undistorted field for the TM mode plane wave and D.C. responses.
may be well approximated by the D.C. solution.
These two models represent extreme examples of two dimensional topography which could significantly affect the field measurements. The results indicate that the electric fields in the frequency range considered may be approximated by the D.C. solutions. The phase of the impedance for the TM mode was less than four degrees at 1.0 hertz. The plane wave response for transverse electric (TE) source polarizations (electric field parallel to strike) was less than ten percent in amplitude and one degree in phase. The amplitude of the TM mode electric field was the only field component which suffered a significant distortion. This was expected since the maximum dimension of the model ( 2500 meters) was less than the half space skin depth of approximately 5000 meters. The size of the electromagnetic scatterer with respect to the skin depth is related to the relative dominance of the two mechanisms responsible for the induced fields. The following representation for the electric field ( $\mathbf{E}$ ) and the magnetic induction (B) as a function of a scalar potential ( $p$ ) and a vector potential (A) is a convenient form to visualize this bimodal nature of the induced electromagnetic fields.

$$
\begin{gathered}
\mathbf{E}=-\left(\nabla p+\frac{\partial \mathbf{A}}{\partial t}\right) \\
\mathbf{B}=\nabla \times \mathbf{A}
\end{gathered}
$$

This dual nature of the electromagnetic fields has been investigated by various researchers, e.g. Berdichevskiy and Faynberg (1972). A rigorous development of the concept, applied to forward modeling, was presented by Vasseur and Weidelt (1977). When the dimensions of the anomalous region are sufficiently small, the primary electromagnetic fields are characterized by small spatial variations within this zone. As these variations decrease the electrodynamic solution approaches the static solution and the gradient of the scalar potential becomes the dominant term representing the secondary fields.
[ II ] The Evaluation of a Distortion
Removal Technique

Since the distortion in the frequency range below 1.0 hertz is dominately galvanic in nature, one may assume with some confidence that the mutual coupling between various inhomogeneous structures, whether they are topographic features or buried bodies, would not be a significant factor. This would imply that the property of superposition commonly associated with the solution to Laplace's equation could be utilized to separate the effects of topography and buried anomalous zones. The problem of detecting and removing the effects of near surface inhomogeneities is not new; one approach was presented by Larson (1977). However, the removal of the field distortion due to topography has not been investigated. The idea of normalizing the estimated impedance elements to compensate for the topographically induced distortions was simplified since the only field component which suffered a significant degree of distortion was the electric field directed perpendicular to strike.

The procedure is based on the assumption that the measured electric field in the vicinity of a topographic feature may be linearly related to a reference electric field located where no topographic distortion is present.

$$
\mathbf{E}_{x}^{m}(\omega)=d(\omega) \mathbf{E}_{x}^{\operatorname{Ref}}(\omega)
$$

The distorted impedance is defined as follows,

$$
\dot{Z}_{x y}(\omega)=\frac{\mathbf{E}_{x}^{m}(\omega)}{\mathbf{H}_{y}(\omega)}
$$

which is related to the undistorted impedance by the following relationship.

$$
\mathbf{Z}_{x y}^{\prime}(\omega)=\frac{1}{d(\omega)} \frac{\mathbf{E}_{x}^{m}(\omega)}{\mathbf{H}_{y}(\omega)}=\frac{1}{d(\omega)} \mathbf{Z}_{x y}(\omega)
$$

As in the models presented in Figures 3.1 and 3.2, the frequency dependent distortion factor may be well approximated by its D.C. value when the maximum dimension of the feature is much less than the skin depth in the media.

In order to check the validity of the assumptions used in this stripping procedure, the first model with all dimensions increased by a factor of two and with the addition of a buried conductor was used to test the technique. Their relative geometry is indicated in Figure 3.4(b). The distortion factor calculated using a model of the topographic feature alone is provided in Figure 3.3. The corrected electric fields are calculated for various frequencies using both the frequency dependent and the D.C. distortion factors. The results are shown in Figure 3.4. The solid line indicates the electric fields on the surface due only to the buried conductor. The square symbol indicates the corrected field using the frequency dependent distortion factor and the triangular symbol depicts the corrected fields utilizing the D.C. distortion factor. The procedure worked well at all frequencies considered, when a frequency dependent complex distortion factor was used. However, the D.C. distortion factor only provided a reasonable correction for frequencies below 0.1 hertz. The poor results obtained using the D.C. factor at 1.0 hertz is probably related to the size of the scatterer. The skin depth being on the same scale as the dimension of the scatterer at this frequency.

A possible pitfall, in the use of this stripping technique may be associated with using a homogeneous topographic feature to calculate the distortion factor. Any anomalous conductivity within the topographic feature would have a degrading effect on the method. The model provided in Figure 3.5 (b) is the same as the previous model with the addition of a 200 meter thick 30 Ohm-m layer, located in the base of the ridge. As one would expect the observations in the vicinity of the layer intersection with the surface are greatly distorted. However, the corrected fields near the crest of the ridge are only slightly distorted by using the distortion factor calculated from the homogeneous ridge model. The complex distortion factor provides a phase


Figure 3.3 The D.C. distortion factor for the two dimensional model A.


Figure 3.4 The stripping technique applied to model C using both the D.C. and frequency dependent distortion factors calculated from the response provided by model A.


Figure 3.5 The stripping technique applied to model D using both the D.C. and frequency dependent distortion factors calculated from the response provided by model A.
correction which is virtually unaffected by the presence of the anomalous layer.

## [ III] A Three Dimensional Extension and Application of the Stripping <br> Technique

The use of the topographic distortion factor may be extended to three dimensions. The distorted electric fields are linearly related to the undistorted reference electric fields through the matrix relationship which is in general a two by two tensor with complex elements.

$$
\left[\begin{array}{l}
\mathbf{E}_{x}^{m} \\
\mathbf{E}_{y}^{m}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{D}_{x x} & \mathbf{D}_{x y} \\
\mathbf{D}_{y x} & \mathbf{D}_{y y}
\end{array}\right]\left[\begin{array}{l}
\mathbf{E}_{x}^{R e f} \\
\mathbf{E}_{y}^{\text {Ref }}
\end{array}\right]
$$

This may be indicated in vector notation as follows.

$$
\begin{equation*}
\mathbf{E}^{m}=[\mathbf{D}] \mathbf{E}^{R e f} \tag{3.1}
\end{equation*}
$$

The distorted impedance tensor $\mathbf{Z}$ is related to the measured field components in the following way.

$$
\begin{align*}
\mathbf{E}^{m} & =[\mathbf{Z}] \mathbf{H}^{m}  \tag{3.2}\\
\mathbf{H}^{m} & \approx \mathbf{H}^{R e f} \tag{3.3}
\end{align*}
$$

Substitute equations 3.1 and 3.3 into equation 3.2.

$$
\begin{equation*}
\mathbf{E}^{\operatorname{Ref}}=[\mathbf{D}]^{-1}[\mathbf{Z}] \mathbf{H}^{\operatorname{Ref}}=[\mathbf{Z}]^{\prime} \mathbf{H}^{\operatorname{Ref}} \tag{3.4}
\end{equation*}
$$

where

$$
[\mathbf{Z}]^{\prime}=[\mathbf{D}]^{-1}[\mathbf{Z}]
$$

The distortion marix $\mathbf{D}^{-1}$ is defined as follows.

$$
[\mathbf{D}]^{-1}=\left[\begin{array}{ll}
\mathbf{A}(1) & \mathbf{A}(3) \\
\mathbf{A}(2) & \mathbf{A}(4)
\end{array}\right]
$$

The undistorted impedance tensor $\mathbf{Z}$ may be easily calculated once a forward simulation of the field response due to the topographic feature has been provided.

$$
[\mathbf{Z}]^{\prime}=\left[\begin{array}{ll}
\left(\mathbf{A}(1) \mathbf{Z}_{x x}+\mathbf{A}(3) \mathbf{Z}_{y x}\right) & \left(\mathbf{A}(1) \mathbf{Z}_{x y}+\mathbf{A}(3) \mathbf{Z}_{y y}\right)  \tag{3.5}\\
\left(\mathbf{A}(2) \mathbf{Z}_{x x}+\mathbf{A}(4) \mathbf{Z}_{y x}\right) & \left(\mathbf{A}(2) \mathbf{Z}_{x y}+\mathbf{A}(4) \mathbf{Z}_{y y}\right)
\end{array}\right]
$$

In a similar manner, field distortions due to a known near surface inhomogeneity with dimensions on the order of or less than a skin depth, may be removed. This however, may require the use of a linear relationship relating the distorted horizontal magnetic fields to the undistorted reference magnetic fields.

$$
\begin{equation*}
\mathbf{H}^{m}=[\mathbf{G}] \mathbf{H}^{R e f} \tag{3.6}
\end{equation*}
$$

Substitute equations 3.6 and 3.1 into equations 3.2 which provides equation 3.7 after some simple algebraic manipulations.

$$
\begin{equation*}
\mathbf{E}^{\operatorname{Ref}}=[\mathbf{Z}]^{\prime \prime} \mathbf{H}^{\text {Ref }} \tag{3.7}
\end{equation*}
$$

where

$$
[\mathbf{Z}]^{\prime \prime}=[\mathbf{D}]^{-1}[\mathbf{Z}][\mathbf{G}]
$$

For the topographic cases where the dimensions of the features are much less then the skin depth, the field distortion is due to the surface charges which accumulate on the nonuniform air-earth interface. The resulting distortion has a major effect on the
normally incident electric field and minimal effect on the tangential electric and horizontal magnetic field components.

The models presented in Figures 3.1 and 3.2, provide extreme examples of local topographic variations observed in the vicinity of Mount Hood. These models indicate that the distortion factor was nearly independent of frequency and therefore could be approximated by the D.C. value. This approximation greatly simplifies the forward modeling requirements, since the D.C. solution is a scalar problem as compared to a vector solution for the frequency dependent case.

The topography data, covering a thirty five square kilometer area surrounding Mount Hood, was digitized and interpolated onto a forty by forty unit square grid, as depicted in Figure 3.6. The arrows indicate the field measurement sites and a vertical to horizontal scaling ratio of $2: 1$ was used to enhance the topographic relief. This figure represents the model with an exaggerated vertical scale which was used for the D.C. integral equation solution. These data are presented with the correct scales in the contour map provided in Figure 3.7.

The resulting forward models were used to calculate the distortion matrix. The diagonal components $\mathbf{A}(1)$ and $\mathbf{A}(4)$ of this matrix are shown in contour form on Figures $3.8(\mathrm{a})$ and 3.8 (b) respectively, the contours representing positions of equal field distortion. The unit contour indicates regions where no distortion of the impedance tensor occurs. Contour values greater than unity indicate that observed impedance elements on these contours would be biased down. These contours usually coincide with positions of high topographic relief. The contours for values less than unity represent regions of abnormally high current density and are generally associated with topographic lows. Impedance measurements on these contours would be biased up.

The off-diagonal components of the distortion matrix represent that component of distortion due to a lateral deflection of the primary fields. The direction of this deflected current component is represented by the sign of the distortion element.


Figure 3.6 Three-dimensional topographic model used to simulate the D.C. response for the region around Mount Hood. The arrows indicate the field measurement locations and a vertical to horizontal scaling ratio of $2: 1$ was used to enhance the relief.


Figure 3.7 Topographic model used to simulate the topographic distortion at Mount Hood.


Figure 3.8 The diagonal components of the distortion matrix for the Mount Hood model.


Figure 3.9 The off-diagonal components of the distortion matrix for the Mount Hood model. .

These components $\mathbf{A}(3)$ and $\mathbf{A}(2)$ are provided in Figures $3.9(\mathrm{a})$ and $3.9(\mathrm{~b})$ respectively. For these components the zero contour indicates positions where no distortion of the electric field is observed. For measurements within areas where these elements deviate significantly from zero, one could expect a resulting bias in the impedance estimates.

A detailed examination of the distortion elements, presented in Figures 3.8 and 3.9 , indicate that the field measurement locations most affected by the topographically induced field distortions are sites 3 and 3A. These sites are located on points of high elevation, approximately ten kilometers east of Mount Hood. The D. C. distortion matrix was applied to these data and the results are shown in Figures $3.10(\mathrm{a})$, (b), (c), (d).

The apparent resistivity at site 3 was characterized by a three decade separation between the diagonal impedance components. This measurement was acquired on a narrow ridge connecting two dominant topographic high points in the area. The ridge had steeply dipping slopes, with elevation changes of 450 meters over lateral dimensions of 1800 meters. The diagonal distortion elements presented in Figure 3.8 are both near unity at this location, providing no evidence of distortion. However, the off-diagonal components shown in Figure $3: 9$ deviate from zero by a significant amount, which indicates that current is laterally distorted in this vicinity. The effects of the resulting corrections on the apparent resistivities are shown on Figures 3.10(a) and 3.10 (b). These corrections which are provided for the off-diagonal elements of the impedance tensor, resulted in a smaller separation between the resulting apparent resistivities calculated in the principal directions. This correction was insignificant in comparison to the distortion caused by subsurface inhomogeneities.

The second location which was appreciably affected by the terrain was site 3 A . This measurement was acquired on a mountain peak east of Mount Hood. Both diagonal distortion elements in Figure 3.8 indicate that distortion occurs at this location.

(c)
(d)

Figure 3.10 The corrected apparent resistivities calculated from the off-diagonal elements of the impedance tensor using the distortion matrix elements shown in Figures 3.8 and 3.9 for (a) site $3-\mathrm{Zyx}$ (b) site $3-\mathrm{Zxy}$ (c) site $3 \mathrm{~A}-\mathrm{Zyx}$ (d) site 3A-Zxy.

The off-diagonal elements shown in Figure 3.9 are non-zero, providing additional evidence indicating a significant amount of field distortion in this area. The results of the correction are shown in Figures 3.10 (c) and 3.10 (d). They are similar to the TM mode response of the two dimensional ridge model, indicating that the surface electric fields were reduced in amplitude on the crest of the ridge. However, both electric field components at site 3 A were affected by the three dimensional terrain, resulting in a corrected impedance with larger apparent resistivities in both principal directions.

This analysis implies that the topographic features in mountainous regions may significantly affect local impedance measurements. These sources of field distortion may be effectively removed by the simple stripping technique presented. The major limitation on the method is related to the difficulties associated with obtaining the solution of the general three dimensional forward problem in electrodynamics. For cases where the topography is sufficiently resistive, such that the dimensions of the topographic features are small relative to the skin depth of the media, one may calculate the distortion factors from the solution of Laplace's equation. This scalar problem is much more amendable to accurate solutions representing realistic topographic features than the general electromagnetic problem. The utility of the technique was demonstrated by correcting the impedance estimates calculated from data acquired in the vicinity of extreme topographic relief.

## Chapter 4

Numerical Preliminaries Required for<br>the Three Dimensional Model Studies

[ I ] Introduction to a Hybrid Modeling Technique

The data acquired at Mount Hood, were characterized by three dimensional response functions. In order to interpret this data, it was necessary to study the response from a suite of simple three dimensional models which would reflect some of the observed characteristics. There have been several numerical techniques developed in the past few years which could have been implemented to obtain these simulations.

The finite element technique has been used to model arbitrary conductivity distributions by various researchers (Reddy, Rankin, and Phillips 1977; Pridmore 1978). The method is quite expensive and requires a large amount of computer storage since the entire earth must be discretized into an element mesh. The finite difference modeling scheme used by Jones and Vozoff (1978) for magnetotelluric studies has the same disadvantages as the finite element method. The third scheme which has found extensive use in three dimensional magnetotelluric problems has been the integral equation method developed by Weidelt (1975) and Hohmann (1975). This technique has the advantage of confining the discretization zone to that portion of the model occupied by the anomalous conductivity structure. This technique has been implemented using the assumption that the secondary current distributions induced by the zone of anomalous conductivity are constant over each cell. This assumption limits the accuracy of the method but provides a great deal of computational advantages.

The hybrid modeling technique was introduced by Scheen (1978). This scheme combines the versatility and accuracy of the finite element linear shape functions with economic parameterization of the integral equation method. The hybrid modeling technique was chosen for this study because of its availability and computational advantages. The details of the original version of the algorithm and the initial modeling results were presented by Lee, Pridmore and Morrison (1981). The general three dimensional electromagnetic scattering problem was solved in terms of the secondary electric fields. The electric field solution was preferred over the magnetic field formulation because the integral equation component of the algorithm required the electric field values within the anomalous finite element cells. The solution in terms of the magnetic fields would have required the calculation of the electric fields within the mesh via a numerical approximation of the curl operator. This approximation would have been difficult to accurately implement.

The hybrid method consists of discretizing the anomalous region of the earth and describing the field solutions within the resulting mesh by a mathematical functional defined by the minimization theorem, Pridmore (1978).

$$
\begin{equation*}
\mathbf{F}\left(\mathbf{E}_{s}\right)=\mathbf{E}_{s}^{T}[\mathbf{K}] \mathbf{E}_{s}+2 \mathbf{E}_{s}[\mathbf{S}] \mathbf{E}_{p} \tag{4.1}
\end{equation*}
$$

$$
\begin{aligned}
& \mathbf{E}_{s}=\text { secondary electric fields } \\
& \mathbf{E}_{p}=\text { primary electric fields } \\
& \mathbf{E}_{s}=\sum_{q=1}^{8} N_{q} \mathbf{E}_{s}^{q} \\
& N_{q}=\text { linear shape function for hexahedral elements }
\end{aligned}
$$

$[\mathrm{K}]=$ symmetric banded system matrix
$[\mathbf{S}]=$ source matrix

The variation of the functional or the derivative of the functional with respect to the secondary electric fields equated to zero, provides a linear system of equations.

$$
[\mathbf{K}] \mathbf{E}_{s}=-[\mathbf{S}] \mathbf{E}_{p}
$$

The solution of this system of equations provides the secondary electric fields which numerically satisfy the vector wave equation. This solution does not however satisfy the correct internal boundary conditions. The finite element solution in this form assumes the continuity of all electric field components within the anomalous region. The physically defined boundary conditions at an interface between different conductivities results in the discontinuity of electric fields, which are required for the continuity of normal current. This omitted boundary condition in conjunction with some numerical problems which will be discussed later, resulted in a poor finite element solution. The algorithm initially assumed the secondary electric fields were zero on the mesh boundaries. The linear system was solved, providing the secondary fields within the mesh. These solutions within the internal region of the mesh containing anomalous conductivities were used by a set of integral equations to update these boundary values. The procedure was repeated until the boundary values converged to a solution. The poor finite element solutions caused by the above errors often resulted in the iterative procedure either diverging or converging to the wrong solution.

## [ II ] The Modified Hybrid Algorithm

The method used to incorporate the correct boundary conditions into the finite element formulation was based on earlier work by Kiha Lee. The scheme which is elegant in its simplicity, may be easily described using one anomalous cell as an
example. This cell with conductivity $\sigma_{a}$ surrounded by regions with conductivities $\sigma_{1}, \sigma_{2}, \sigma_{3}, \ldots, \sigma_{6}$ is shown in Figure 4.1. The x directed electric field inside the cell $\mathbf{E}_{x_{a}}$ is related to the external field $\mathbf{E}_{x_{e}}$ at the cell boundary between nodes $5,6,7$ and 8 by the following relation:

$$
\sigma_{a} \mathbf{E}_{x_{a}}^{\text {total }}=\sigma_{2} \mathbf{E}_{x_{e}}^{\text {total }}
$$

which may be formulated in terms of secondary electric fields $\mathbf{E}^{s, q}$ and primary electric fields $\mathbf{E}^{p, q}$ at the $\boldsymbol{q}^{\text {th }}$ node,

$$
\boldsymbol{\sigma}_{a}\left(\mathbf{E}_{x_{a}}^{s, q}+\mathbf{E}_{x_{a}}^{p, q}\right)=\boldsymbol{\sigma}_{2}\left(\mathbf{E}_{x_{e}}^{s, q}+\mathbf{E}_{x_{e}}^{p, q}\right)
$$

where $\mathbf{E}_{x_{a}}^{p, q}=\mathbf{E}_{x_{e}}^{p, q}$. This relation is a statement of the continuity of normal current on this surface of the cell. When the continuity condition is extended to include the entire surface, one obtains the following set of equations.

$$
\begin{aligned}
& \mathbf{E}_{x_{a}}^{s, q}=\frac{\sigma_{1}}{\sigma_{a}} \mathbf{E}_{x_{e}}^{s, q}+\left(\frac{\sigma_{1}}{\sigma_{a}}-1\right) \mathbf{E}_{x_{e}}^{p, q} \quad q=1,2,3,4 \\
& \mathbf{E}_{x_{a}}^{s, q}=\frac{\sigma_{2}}{\sigma_{a}} \mathbf{E}_{x_{e}}^{s, q}+\left(\frac{\sigma_{2}}{\sigma_{a}}-1\right) \mathbf{E}_{x_{e}}^{p, q} \quad q=5,6,7,8 \\
& \mathbf{E}_{y_{a}}^{s, q}=\frac{\sigma_{3}}{\sigma_{a}} \mathbf{E}_{y_{e}}^{s, q}+\left(\frac{\sigma_{3}}{\sigma_{a}}-1\right) \mathbf{E}_{y_{e}}^{p, q} \quad q=1,3,5,7 \\
& \mathbf{E}_{y_{a}}^{s, q}=\frac{\sigma_{4}}{\sigma_{a}} \mathbf{E}_{y_{e}}^{s, q}+\left(\frac{\sigma_{4}}{\sigma_{a}}-1\right) \mathbf{E}_{y_{e}}^{p, q} \quad q=2,4,6,8 \\
& \mathbf{E}_{z_{a}}^{s, q}=\frac{\sigma_{5}}{\sigma_{a}} \mathbf{E}_{z_{e}}^{s, q}+\left(\frac{\sigma_{5}}{\sigma_{a}}-1\right) \mathbf{E}_{z_{e}}^{p, q} \quad q=3,4,7,8 \\
& \mathbf{E}_{z_{a}}^{s, q}=\frac{\sigma_{6}}{\sigma_{a}} \mathbf{E}_{z_{e}}^{s, q}+\left(\frac{\sigma_{6}}{\sigma_{a}}-1\right) \mathbf{E}_{z_{e}}^{p, q}
\end{aligned}
$$



Figure 4.1 Finite element cell with an anomalous conductivity of $\sigma_{a}$ surrounded by conductivities $\sigma_{1}, \sigma_{2}, \sigma_{3}, \ldots, \sigma_{6}$.

This set of simple transformations are used in each anomalous cell in the mesh. These transformations may be combined into vector notation where $\mathbf{E}^{T}$ defines the transpose of $\mathbf{E}$ and the vectors have twenty-four terms defining the three field components at the eight nodes of the cell as indicated by the following form:

$$
\begin{align*}
\mathbf{E}_{a}^{s T}= & \frac{1}{\sigma_{a}}\left[\sigma_{1} \mathbf{E}_{x_{e}}^{s, 1}, \sigma_{3} \mathbf{E}_{y_{e}}^{s, 1}, \sigma_{6}^{0} \mathbf{E}_{z_{e}}^{s, 1}, \ldots, \sigma_{2} \mathbf{E}_{x_{e}}^{s, 8}, \sigma_{4} \mathbf{E}_{y_{e}}^{s, 8}, \sigma_{5} \mathbf{E}_{z_{e}}^{s, 8}\right]^{T} \\
& +\left[\left(\frac{\sigma_{1}}{\sigma_{a}}-1\right) \mathbf{E}_{x_{e}}^{p, 1},\left(\frac{\sigma_{3}}{\sigma_{a}}-1\right) \mathbf{E}_{y_{e}}^{p, 1},\left(\frac{\sigma_{6}}{\sigma_{a}}-1\right) \mathbf{E}_{z_{e}}^{p, 1}, \ldots,\right. \\
& \left.\left(\frac{\sigma_{2}}{\sigma_{a}}-1\right) \mathbf{E}_{x_{e}}^{p, 8},\left(\frac{\sigma_{4}}{\sigma_{a}}-1\right) \mathbf{E}_{y_{e}}^{p, 8},\left(\frac{\sigma_{5}}{\sigma_{a}}-1\right) \mathbf{E}_{z_{e}}^{p, 8}\right]^{T} \\
& =[\mathbf{A}] \hat{\mathbf{E}}_{s}+[\mathbf{B}] \mathbf{E}_{p} \tag{4.3}
\end{align*}
$$

where matrix $\mathbf{A}$ is defined as,

and matrix $\mathbf{B}$ as the following.

To enforce the above constraints on the finite element solution, substitute equation (4.3) into equation (4.1). The resulting modified functional is obtained.

$$
\begin{align*}
& \mathbf{F}\left(\hat{\mathbf{E}}_{s}\right)=\hat{\mathbf{E}}_{s}^{T}[\mathbf{A}][\mathbf{K}][\mathbf{A}] \hat{\mathbf{E}}_{s}+2 \hat{\mathbf{E}}_{s}^{T}[\mathbf{A}][\mathbf{K}][\mathbf{B}] \mathbf{E}_{p} \\
+ & \mathbf{E}_{p}^{T}[\mathbf{B}][\mathbf{K}][\mathbf{B}] \mathbf{E}_{p}+2 \hat{\mathbf{E}}_{s}^{T}[\mathbf{A}][\mathbf{S}] \mathbf{E}_{p}+2 \mathbf{E}_{p}^{T}[\mathbf{B}][\mathbf{S}] \mathbf{E}_{p} \tag{4.4}
\end{align*}
$$

Take the variation of the modified functional with respect to the secondary electric fields and equate the results to zero. This procedure provides the modified finite element linear system.

$$
[\mathbf{A}][\mathbf{K}][\mathbf{A}] \hat{\mathbf{E}}_{s}=-[\mathbf{A}][\mathbf{S}] \mathbf{E}_{p}-[\mathbf{A}][\mathbf{K}][\mathbf{B}] \mathbf{E}_{p}
$$

where

$$
[A][k][B]=\left[\begin{array}{cccccc}
a_{1} & & & & & \\
& a_{2} & & & 0 \\
& & a_{3} & \cdots & \\
0 & & & \cdot \\
& & & & a_{p}
\end{array}\right]\left[\begin{array}{cccc}
k_{11} k_{12} & \cdots & k_{1 p} \\
k_{21} k_{22} & \cdots & k_{2 p} \\
\vdots & & \vdots \\
k_{p 1} & k_{p 2} & \cdots & k_{p p}
\end{array}\right]\left[\begin{array}{lllll}
b_{1} & & & & \\
l_{1} & b_{2} & & & 0 \\
& & & b_{3} & \\
& & & & \\
0 & & & & \\
& & & & b_{p}
\end{array}\right]
$$

When this system of equations are solved, the resulting secondary electric fields will satisfy the necessary internal boundary conditions. The solutions in the anomalous cell for all normal electric field components are in terms of the external fields. These solutions must be rescaled in order to obtain the correct total field solution in the anomalous region by the following relationship.

$$
\mathbf{E}^{\text {lotal }}=\left(\mathbf{E}_{s}+\mathbf{E}_{p}\right)=[\mathbf{A}]\left(\hat{\mathbf{E}}_{s}+\mathbf{E}_{p}\right)
$$

The total rescaled fields in each anomalous cell, provided the source term in the volume integral component of the formulation.

$$
\mathbf{E}(r)=\sum_{i=1}^{n} \int_{\nu_{i}} G^{E}\left(r, r^{\prime}\right) \Delta \sigma_{i}\left(\mathbf{E}_{s}\left(r^{\prime}\right)+\mathbf{E}_{p}\left(r^{\prime}\right)\right) d \nu
$$

where

$$
\begin{aligned}
& \Delta \sigma_{i}=\sigma_{a i}-\sigma_{B} \\
& \sigma_{a i}=\text { anomalous conducitivity in the } i^{\text {th }} \text { cell } \\
& \sigma_{B}=\text { background conductivity } \\
& \nu_{i}=\text { volume of the } i^{\text {th }} \text { cell } \\
& G_{\left(r, r^{\prime}\right)}^{E}=\text { Green's function }
\end{aligned}
$$

A numerical quadrature scheme was used to approximate the integration over each anomalous cell. This procedure was originally implemented using a fixed order quadrature for all integrations. This was where the second source of trouble with the algorithm was encountered. The order of the quadrature was a dominant factor in the over-all computation costs, since a major portion of the central processor time was devoted to the calculation of the Green's functions. A first order quadrature required
one Green's function compared to a third order quadrature which required the calculation of twenty-seven Green's functions. This cost dependence on the order of the quadrature required that a lower order be used for most models. This often resulted in large numerical errors which decreased the convergence rates and in some cases caused the iterative procedure to diverge.

To minimize both the error and the computation time, the quadrature integration scheme was modified such that the order was automatically adjusted to be inversely proportional to the distance between the mesh boundary or the observation position and the anomalous cell being integrated. After studying the results obtained from a small suite of models a second order quadrature was established as a minimum requirement for the integrations used to calculate the updated boundary conditions on each iteration. The calculation of the surface fields in the vicinity of the anomalous zone required third order quadrature when this zone was located near the surface of the half-space. However, first order quadrature could be safely used when the observation point was located several cell dimensions away from the scatterer. A clear criteria for the adjustment of the quadrature order was not established since the order required for a given accuracy was a strong function of the model parameters. The adjustment procedure used for the models considered in this study, was straight forward but expensive. For each general type of model at the highest frequency to be considered, the order criteria was adjusted until the solutions no longer varied as the order of quadrature increased. This criteria was then used with all similar models.

One of the most unexpected results encountered during the modification of the algorithm, was that the internal boundary conditions were not required for an accurate simulation of a resistive scatterer. In fact, the method used to enforce these conditions failed completely for the case of a resistive anomaly. This was probably related to the different secondary field distributions in the vicinity of a resistive body as compared to a conductive region. For a conductive body, a large component of the
secondary currents is directed into or normal to the boundaries of the body. Therefore the boundary condition enforcing the continuity of the normal component of current is a very important factor in accurately representing the electric fields for such models. For the resistive models however, the dominant components of the secondary currents are tangential to the boundaries of the anomalous zone. The smaller normal electric fields are probably dominated by numerical noise and hence when these fields are scaled up by an order of magnitude through the transformation required to enforce the internal boundary conditions, one obtains a poor solution. This problem was resolved by simply using the modified finite element equations to define the fields only in the anomalous cells where the cell conductivity was greater than the background conductivity. In anomalous cells where the conductivity is less than the background values, the normal linear equations were used.

## [ III ] Numerical Checks on the Modified Algorithm

A Most difficult phase in working with any three dimensional electromagnetic modeling technique is associated with the verification that the code provides an accurate solution. In this study, three basic checks were used to evaluate the accuracy of the program.

The first and most certain test, would be to extend a three dimensional body and see if the fields measured across the center of the body approached the two dimensional solution as the length of the scatterer increased. The results from this test are shown in Figure 4.2. The scatterer was characterized by a strike length of 2850 meters and a conductivity of $10 \mathrm{Ohm}-\mathrm{m}$, buried in a $100 \mathrm{Ohm}-\mathrm{m}$ half-space. This figure shows the electric field oriented perpendicular to strike and measured on a surface


Figure 4.2 The comparison of the (a) amplitude of the electric field perpendicular to strike and (b) the corresponding phase for the modified hybrid, original hybrid and the two dimensional response over an elongate threedimensional conductor.
profile. The observation positions are denoted by the vertical arrows on the insert. The dashed curve indicates the two dimensional response of a body with the cross section shown. The frequency used for both models was 10 . hertz. This solution was provided by a program developed by T. Madden which solves the two dimensional scattering problem by means of the transmission line and network analogies. The solid circles indicate the results obtained by the modified hybrid and the open circles show the results obtained with the original version. The same numerical accuracies on all spatial integrations were used to obtain these data. The differences between the solutions indicated in this figure are due only to the missing internal boundary condition in the original version of the program. The close fit between the modified hybrid and the two dimensional solution indicates that the hybrid algorithm is now providing an accurate solution for this elongate model. The phase response for the model at 10 . hertz is provided in Figure 4.2(b). Again, good agreement between the two dimensional and modified hybrid results are evident.

The next example was for an elongate resistive body with the dimensions indicated on the insert in Figure 4.3. This figure shows the modified hybrid results indicated by the triangular symbols with the primary electric field oriented perpendicular to strike. This is compared to the two dimensional results indicated by the open circles connected by the curved line. Since this body is resistive with respect to the background media, the internal boundary conditions are not enforced and therefore the same finite element equations are solved on each iteration as used in the original hybrid version. As the figure indicates the apparent resistivities are very similar between the two and three dimensional cases. The impedance phase curves for the two cases are similar but differences of as much as four degrees are evident. The model used for this comparison was buried only 50 meters. This shallow depth of burial may have introduced some numerical problems which were responsible for the phase discrepancies observed in Figure 4.3. This model probably represents a "worst


Figure 4.3 Comparison of the two dimensional apparent resistivity and impedance phase with the response of an elongate three-dimensional resistive body.
case" situation, for a resistive scatterer.
The second check available was to compare the results for the modified algorithm with an independent numerical technique. The next two figures show the comparison of the modified hybrid with the integral equation formulation developed by Hohmann (1975). The comparison of apparent resistivities is provided in Figure 4.4(a). The model simulates a shallow $50 \mathrm{hm}-\mathrm{m}$ conductor buried 250 meters in a $100 \mathrm{Ohm}-\mathrm{m}$ media. The solution is at 0.1 hertz with the observation position indicated by the vertical arrows. The results from the modified hybrid program are again indicated by the black circles. The results of the integral equation method published by Ting and Hohmann (1981), are indicated by the open triangles. The two programs provide similar responses with only one significantly different apparent resistivity occurring at the observation position $x=250$ meters. The modified hybrid results seems to provide a trend along the profile which is an enhanced version of the two dimensional response. This is reasonable since the body has a strike length of only 2000 meters which is equal to its depth extent. The fields along a profile over a conductor characterized by a short strike length should be affected by additional surface charges resulting from the lateral current distortion introduced by the ends of the three dimensional body. The impedance phase response for this model is shown in Figure 4.4(b). The phase responses for both three dimensional techniques are nearly coincident with the two dimensional response.

A second comparison with the integral equation method provided by Hohmann (1982) is shown in Figure 4.5. This model has the same geometry as the previous comparison with the conductor now buried 500 meters with a conductivity of 0.5 Ohm-m. The apparent resistivity response from the two programs are provided in Figures 4.5 (a) and 4.5(b) with two source polarizations. The smooth curve provides the two dimensional apparent resistivities for the two source polarizations on a profile across the body. The results from the three dimensional programs vary by over a 100


Figure 4.4 Comparison of the hybrid and integral equation solutions for (a) apparent resistivity and (b) impedance phase.


Figure 4.5 Comparison of the integral equation and hybrid solutions for (a) the primary electric field parallel to strike and (b) the primary electric field perpendicular to strike.
percent over the center of the body. This discrepancy indicates that the body is probably too large, too conductive and too near surface for either or both of the algorithms. The short strike of the body would indicate that the two dimensional response should be greatly different than the three dimensional results for an electric field source polarization parallel to strike, as shown in Figure $4.5(\mathrm{a})$. The source polarization with the primary electric field perpendicular to strike should have been less sensitive to the strike length. However, since the strike and depth of the scatterer are equal as in the previous model, there should be a significant lateral distortion of current due to the ends of the body. This lateral distortion would require an additional charge component in the anomalous region which would result in an enhanced response at the surface. The integral equation response which is enhanced on the external edges of the conductor but is less than or equal to the two dimensional response over the conductor as indicated by the diamond shaped symbols in Figure $4.5(\mathrm{~b})$, is therefore physically unlikely.

The last check available was to compare the numerical results with those from an analog or tank model. This comparison for a vertical dipole source-receiver with a fixed separation is shown in Figure 4.6. The curved lines indicate the tank model results obtained with the tank modeling system described by Frischknecht (1971). The open circles and plus symbols indicate the results obtained by the original hybrid version; and the square and triangular symbols represent the results provided by the modified hybrid program. The major change in the results was on the inphase component. The original version provided a 100 percent mismatch for this component. The modified version however, provided similar results to those obtained from the analog model for both inphase and quadrature components.

The test results shown in Figures 4.2 and 4.3 indicate that the modified algorithm provides solutions which asymptote to a reasonable approximation of the two dimensional solutions for conductive and resistive scatterers. The similar results between
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Figure 4.6 Comparison of the original hybrid version and the modified hybrid with the analog (tank model) solution.
the integral equation and hybrid techniques presented in Figure 4.4 for a low contrast model, provides additional evidence that the solutions are reasonably accurate. The discrepancies between these modeling methods for the high contrast model shown in Figure 4.5 , indicate care should be exercised when applying these schemes to such models. The simulations used in this study had conductivity contrasts of no more than twenty, thereby preventing numerical inaccuracies. The similar response between the numerical and tank modeling results shown in Figure 4.6, depicts the last bit of evidence supporting the accuracy of the modified algorithm. In summary, these checks indicate that the modified hybrid scheme presented in this section has provided accurate solutions for low contrast scatterers which are buried at reasonable depths.

## Chapter 5

## Data Interpretation

## [ I ] Introduction

The interpretation of magnetotelluric data acquired in an environment where the electrical conductivity varies only as a function of depth $\sigma(z)$, has been considered by many investigators over the past thirty years. Most of these interpretation schemes utilized the frequency response of the scalar surface impedance $\left(\mathbf{Z}=\mathbf{E}_{x} / \mathbf{H}_{y}=-\mathbf{E}_{y} / \mathbf{H}_{x}\right)$ and may be separated into two categories. The first and most easily implemented approach consists of fitting the frequency response of a parameterized model to the measured data. This may be done by using either a trial and error approach or an automated scheme to "minimize" the difference between the observations and the calculated fields using a systematic search in parameter space. These iterative techniques using various minimization criteria have been implemented by a number of researchers, e.g. Oldenburg (1979); Jupp and Vozoff (1975). The main advantage to this type of inversion scheme is that it requires only a forward solution and a minimization procedure both of which are easily calculated for the onedimensional case. Its disadvantage is that an initial model or parameterization is required to begin the procedure. The alternative approach is to use a direct inversion method. These direct techniques require only the surface conductivity with no prior assumptions made concerning the conductivity variations with depth. The methods in this category are based on the application of a sequence of non-linear transformations on the measured data. After the solution of a set of integral equations and the necessary transforms are implemented, the conductivity as a function of depth is obtained
without solving the forward problem. The disadvantage associated with these schemes is that the numerical implementation of the required transforms is difficult and requires sophisticated techniques, e.g. Becher and Sharpe (1969); Weidelt (1972). Recent innovations by Coen and Chang (1982) have to a large degree overcome this disadvantage through the development of simplified numerical techniques which provide a direct inverse solution.

When the conductivity varies as a function of two spatial dimensions $\sigma(y, z)$, the scalar surface impedance or simple field ratios will no longer be time invariant. This problem was identified by Cantwell (1960). He resolved the problem by introducing the tensor impedance which is independent of source polarization. The tensor impedance is the transfer function which linearly relates the two component horizontal magnetic fields to the horizontal electric field components $\left(\mathbf{E}_{x}=\mathbf{Z}_{x x} \mathbf{H}_{x}+\mathbf{Z}_{x y} \mathbf{H}_{y}, \mathbf{E}_{y}=\mathbf{Z}_{y x} \mathbf{H}_{x}+\mathbf{Z}_{y y} \mathbf{H}_{y}\right)$. The two resulting equations may be solved for the four unknowns by using two independent sets of field measurements (i.e. electric and magnetic fields with two different source polarizations). The two sets of field measurements provide four independent equations, the solution of which yields the four complex impedance elements. The tensor impedances resulting from this type of conductivity distribution vary as a function of both frequency and observation position.

The differential equations defining the two-dimensional scattering problem may be decomposed into two independent components, each requiring a scalar solution. These solutions are designated as the transverse electric mode ( $\mathbf{E}_{x}, \mathbf{H}_{y}, \mathbf{H}_{z}$ ) and the transverse magnetic mode $\left(\mathbf{E}_{y}, \mathbf{E}_{z}, \mathbf{H}_{x}\right)$. The four element impedance tensor for the two-dimensional case, reduces to two non-zero off-diagonal elements when the measurement coordinates are rotated parallel to strike. These off-diagonal elements are equal and of opposite sign in a one-dimensional environment. In an interpretation scheme based on an incomplete data set both modes should be used to understand the
conductivity variations. The impedance element $\left(Z_{y x}=\mathbf{E}_{y} / \mathbf{H}_{x}\right)$ associated with the transverse magnetic (TM) mode is very sensitive to near surface lateral changes in conductivity and relatively insensitive to conductivity variations occurring at great depth. In contrast, the impedance element ( $\mathbf{Z}_{x y}=\mathbf{E}_{x} / \mathbf{H}_{y}$ ) corresponding to the transverse electric (TE) mode is less responsive to lateral surface contrasts than the TM mode and is characterized by a strong response to deep conductors. The vertical magnetic field is an additional surface measurement parameter associated with the TE mode which has only a secondary component within the frequency range considered in this study. The vertical and horizontal fields are assumed to satisfy a linear relationship $\left(H_{z}=\mathbf{T}_{x} \mathbf{H}_{x}+\mathbf{T}_{y} \mathbf{H}_{y}\right.$ ). These geomagnetic transfer functions or "tippers" provide a measure of the field response which is independent of the source field polarization and reduces to one complex component $\left(\mathrm{T}_{\boldsymbol{y}}=\mathbf{H}_{z} / \mathbf{H}_{y}\right)$ for the two-dimensional case. This component which varies as a function of frequency and observation position is non-zero only in the vicinity of a lateral contrast in conductivity.

These various time invariant measures of the surface fields $\left(\mathbf{Z}_{y x}, \mathbf{Z}_{x y}, \mathbf{T}_{y}\right)$ are related to the anomalous current distributions caused by conductivity inhomogeneities through five different Greens functions. Therefore the various transfer functions calculated from the surface measurements may be characterized by differing sensitivities to an anomalous conductivity distribution. The relative resolution and sensitivity of these parameters will be considered later.

As in the one-dimensional inversion methods, one may calculate the electromagnetic response of a parameterized earth model. The resulting simulations may be used to fit the observed data as a function of both frequency and position in an iterative manner. Automated techniques for minimizing the difference between the measured and computed fields have been implemented by Jupp and Vozoff (1977), and Weidelt (1975). These techniques are difficult to use because the forward solutions require a great deal of computer storage and are expensive. The rate of convergence and the
final model obtained by these schemes depend on the initial parameterization used to begin the iterative procedure. Two-dimensional direct inversion schemes have not yet been successfully implemented for electromagnetic scattering problems. However, as indicated by Newton (1982) the generalization of direct techniques used for the solution of the one-dimensional inverse problems of quantum mechanics are under investigation. Perhaps these techniques may be adapted in the future for the twodimensional magnetotelluric problem as similar schemes were in the past for the onedimensional case.

Matching the simulations to the observations by trial and error is currently the most widely used technique for the interpretation of two-dimensional magnetotelluric data. A suite of simple forward models are generated. These models are implicitly and on rare occasions explicitly constrained by any geological or other geophysical data available. The characteristics of the model responses for the various components are then compared to the field observations and model refinements are made in a subjective mañer.

The earth unfortunately is usually characterized by a three-dimensional conductivity distribution. This complication provides four non-zero impedance elements and two non-zero geomagnetic transfer functions. The simulation of these frequency responses require the vector solution of Maxwell's equations. The computational complexity of the forward problem is more than an order of magnitude more difficult than the two-dimensional problem. This, in conjunction with the absence of any direct three-dimensional inverse method has so far prevented the quantitative interpretation of data acquired in a complex environment.

## [ II ] Constraints, Objectives and <br> Presentation Techniques

The data acquired at Mount Hood were distinguished by complex frequency characteristics in conjunction with rapid spatial variations of the impedance tensors and geomagnetic transfer functions. These characteristics indicated that the conductivity distribution under this Cascade volcano was extremely complex in nature. The complex environment coupled with the sparse data set provided an impenetrable barrier to a quantitative interpretation. There were four major constraints associated with this data set.

The first of these constraints was the finite band width of the data. The lower end at approximately 0.001 hertz was limited by the acquisition time which in turn was dictated by cost factors. The high frequency end was set by transducer and acquisition system limitations to approximately 50 hertz. The upper limit was too low to define the surface conductivities and the low frequency limits hindered attempts to estimate upper mantle conductivity variations. The interpretation was affected by these poorly constrained extremes in the vertical conductivity structure since both deep and shallow conductors may distort significantly the various transfer functions within the frequency band acquired.

Another factor which greatly impeded the interpretation was the small spatial window over which these data were acquired. The data were limited in spatial extent to a thirty square kilometer area centered on the volcanic peak. This narrow window is an important consideration in any interpretation scheme since lateral conductivity variations occurring beyond the limits of the survey area may distort the frequency response of the magnetotelluric and geomagnetic transfer functions in the lower portion of the frequency band. A second problem created by this small spatial sample is associated with defining the geometry of deep conductors underlying the survey area.

These conductors may provide distinctive characteristics in the lower frequency range. However, the spatial variations of these frequency responses which indicate the lateral extent of the conductors are truncated and thereby limit the interpretation.

An additional constraint was caused by the spatial aliasing created by the availability of only twenty four irregularly spaced observations spread over the thirty square kilometer area.: A qualitative interpretation of these data indicated that threedimensional near surface conductivity variations in this region were characterized by a wide range of dimensions and the limited sampling prevented a detailed delineation of these features. Thus, a quantitative evaluation of the resulting field distortions caused by these scatterers was not feasible.

The last factor which significantly restricted the interpretation was associated with the low signal to noise ratio at many locations. Some examples of impedance tensor and tipper estimates which were characterized by large statistical errors based on data acquired at sites $11,13,14$ and 15 A are provided in appendix A . The error bars on these examples indicate the 50 percent confidence interval based on a normal distribution as described by Gamble, Goubau and Clarke (1979). A significant noise component in the measurements provided poorly defined transfer functions at some frequencies throughout the data set. The remote reference processing technique described in chapter 2 greatly minimized this problem.

The objective of the research presented here was the development of a procedure utilizing the crude interpretational tools currently available which would provide a conductivity distribution based on a sparse data set and which would be consistent with geological and other geophysical information. The procedure which evolved was composed of two basic components. First, one dimensional interpretation schemes were used to estimate the parameters of some near surface inhomogeneities. This was followed by fitting various data subsets with two-dimensional simulations. The resulting models were then combined into a composite three-dimensional representation of the
spatial conductivity variations. In parallel with the parameterized data fitting procedure, a sensitivity analysis was performed on the various measurement parameters through the use of simple two- and three-dimensional models. These models provided information regarding the relative reliability of the various parameters in the composite model.

The pitfalls in such an approach are many. The effects on the transfer functions caused by inductive coupling in a multiconductor environment are difficult to quantify. In addition, near surface lateral changes in conductivity may cause broad-band distortions in the various transfer functions, a problem well described in an excellent review paper by Berdichevskiy and Dmitriev (1976). The effects of these surface inhomogeneities are difficult to evaluate since the sparse data set does not provide the necessary spatial resolution to delineate these structures. This, coupled with the narrow frequency and spatial windows which characterized the data, obscured the definition of the subsurface parameters. To reduce the ambiguities caused by this "ill-posed" problem, constraints provided by other geophysical methods were utilized to provide the simpliest consistent model.

The general character of the data was quite complex. As noted earlier, apparent resistivities varied by orders of magnitude over distances as small as two kilometers. The principal direction of the impedance tensor based on the minimization of the diagonal elements as described in Vozoff (1972), changed as a function of both frequency and observation position. The geomagnetic transfer function (tipper) was bimodal, that is both components $\mathbf{T}_{x}$ and $\mathbf{T}_{y}$ were characterized by amplitude peaks within two decades in the frequency domain. The strike directions indicated by these tipper responses were extremely variable as a function of both position and frequency. These strike directions seldom corresponded to the principal directions indicated by the tensor impedances. The phase of the tipper at some locations swept through 300 degrees over the frequency band of five decades.

To obtain a coherent view of these spatial variations as a function of frequency, band averaged tensor impedances and geomagnetic transfer functions were used to generate smoothed polar diagrams. The polar diagram is a simple graphical procedure, which provides a convenient vehicle by which one can study the dependence of the transfer functions at each frequency or band of frequencies on the orientation of the measurement coordinates. This useful interpretation aid was popularized by Berdichevskiy (1968) and by Berdichevskiy and Smirnov (1971). This scheme has been used extensively to portray field results in Eastern European electrical studies and has recently gained some popularity in the West as indicated by Thayer (1975).

The generation of the polar diagram is quite simple. The impedance tensor or geomagnetic transfer function at each frequency is rotated through a 360 degree coordinate system rotation. The apparent resistivity is then calculated and averaged over a number of harmonics at each angle of rotation if smoothed diagrams are desired. This procedure provides a graphical representation of the apparent resistivity which varies as a function of coordinate rotation angle and frequency band at each measurement location. These data are then scaled by a convenient amount and plotted in map form with the diagram centered on the geographical coordinates of the observation position. An example of this procedure for one field observation is provided in Figure 5.1(a). This figure describes the calculation of the apparent resistivity in a polar form which is consistent with common usage in literature.

Figure 5.1 (b) defines the notation for describing the geomagnetic or tipper diagrams which will be used in this study. The evolutionary root of these diagrams is related to an interesting observation made by Parkinson (1959). He found that the geomagnetic transfer function estimated from data acquired near the Pacific Ocean in Australia was characterized by the curious property that it was consistently oriented perpendicular to coast line. This observation initiated an era of inquiry which resulted in the complex induction arrow. The variable notation associated with these induction


Figure 5.1 (a) Notation defining the apparent resistivity polar diagram.


Figure 5.1(b) Notation defining the complex geomagnetic transfer function (tipper) polar diagrams and the real and imaginary induction arrows.
arrows reflects this evolution in the literature as indicated by Gregori and Lanzerotti (1980); Jones (1981). These arrows simply portray the geometrical relationship, which was first empirically derived from field observations and later verified by model studies, between the tipper phase at an observation position and the relative lateral positions of induced current concentrations in the earth. The real and imaginary components of the tipper are shown in Figure 5.1 (b). These real and imaginary functions are plotted in polar form or as functions of the coordinate system rotation angle and are indicated by the solid and dashed circles respectively. The rotation invariant measures which bisect the solid and dashed circles are the real and imaginary induction arrows. The observation position is located at the point of intersection of these real and imaginary induction arrows. The utility of these arrows are easily seen in the simple rule which holds for all two-dimensional confined single-body conductors investigated in this study. These models indicate that for frequencies below the peak amplitude response of the tipper function, the imaginary induction arrows are oriented toward, and the real arrows are oriented away from, regions characterized by high current concentrations.

To minimize the confusion, all simulations and field data provided by a variety of programs were changed into a form using common conventions. A right-handed coordinate system was used with $x$ directed north, $y$ east and $z$ into the earth. A negative time dependency ( $e^{-i \omega t}$ ) provided impedance phase responses in the second and fourth quadrants. The phases in the second quadrant were shifted into the fourth quadrant for display purposes.

## [ III] A Qualitative Interpretation of the Near Surface Conductivity <br> Distribution

The initial step in the interpretation scheme was to unravel the near surface conductivity distribution using the magnetotelluric and tipper data supplemented by three electromagnetic loop soundings. The one-dimensional interpretation of these data are presented by Goldstein, Mozley and Wilt (1982). The results are only qualitative since this region is characterized by a complex near surface conductivity distribution which could introduce large errors in such a simplistic analysis. However, the similarity of the results from both methods did suggest that at least two near surface conductors were located in this area.

The one-dimensional analysis was first used on the north-eastern flank of Mount Hood. This measurement array consisted of magnetotelluric sites 1 and 2 (Figure 2.3) and the associated remote telluric measurements. The data in this array were characterized by similar principal directions and a small separation in the apparent resistivities calculated from the off-diagonal elements of the impedance tensor. These characteristics implied that these data were only moderately distorted by near surface inhomogeneities. The impedance data in this cluster of sites were rotated into the same principal direction, based on the average value at all frequencies of all sites in the array. This direction for the impedance ( $\mathbf{Z}_{x y}$ ) which is associated with the x directed electric field was north 80 degrees east.

An example of a one-dimensional inversion of the off-diagonal impedance elements measured at site 1 are shown in Figure 5.2. The parameterized inversion technique developed by Jupp and Vozoff (1975) was used to obtain these results. Both apparent resistivities corresponding to the off-diagonal impedance elements provided similar conductivity variations with depth. Since the data at periods greater than 1.0


Figure 5.2 An example of the one-dimensional Inversion of the off-diagonal impedance elements at site 1 . The smooth curves indicate the forward model based on the inferred conductivity variation with depth presented in (c). The field data are represented by the symbols with the apparent resistivities in (a) and the impedance phases in (b).
second indicate that the one-dimensional model is not valid, the conductivity variation below 3 kilometers was disregarded.

A selection of one-dimensional parametric inversions for all sites in this array are shown in Figure 5.3. The results are projected onto a profile directed north 35 degrees east. These results imply that there exists a very conductive zone at a depth of approximately 500 meters under site 1 . The one-dimensional interpretation of the loop sounding data acquired in this vicinity indicate a conductor at approximately 700 meters depth. The profile inversions presented in this figure indicate that the conductive zone thins and becomes more resistive on the north eastern end of the profile.

The next region where the simple one-dimension inversions were attempted was on the southern flank of the volcanic peak. The magnetotelluric data in this area provided poor quality impedance estimates which were characterized by large statistical error bars. The impedance estimates were available only at periods greater than 0.1 second. The two loop soundings in this area however provided some control on the near surface conductivities. These results indicate that a conductive zone of 5-20 Ohm-m exists at a depth of $300-700$ meters. These interpretations are subject to a great deal of error since the data characteristics in this vicinity imply the existence of a two or three-dimensional conductivity distribution.

The shallow conductor indicated by the loop soundings and which was consistent with the magnetotelluric data on the southern flank of Mount Hood correlated with the water level in a drill-hole located near Timberline Lodge. This implied that the conductor was associated with a saturated zone in the massive pyroclastic debris which has accumulated on the southern flank of the volcano over the past few thousand years. The high degree of north-south polarization which characterized the electric fields measured in this area indicated that this shallow conductive zone was elongated in the same direction as the pyroclastic flows.


Figure 5.3 Conductivity distribution based on a one-dimensional inversion of (a) The impedance element $\mathbf{Z}_{x y}$ associated with the electric field oriented north 80. degrees east, (b) impedance element $\mathbf{Z}_{y x}$ associated with the electric field oriented south 10 . degrees east.


To verify that the distortions observed in the apparent resistivities were due to these saturated pyroclastics, some simple three-dimensional simulations were implemented using the modified hybrid modeling scheme described in Chapter 4. The stippled region on Figure 5.4(a) indicates the area characterized by a north-south polarization of the electric fields as indicated by the figure-eight shaped polar diagrams of apparent resistivity.' These polar diagrams are presented using the logarithmic scale shown at the bottom of the figure. This was necessary because of the large range in apparent resistivities observed. Figure 5.4(b) shows the results in plan-view of the near surface conductor indicated in the insert. This $10 \mathrm{Ohm}-\mathrm{m}$ conductor has a length to width ratio of two and is buried 500 meters in a $100 \mathrm{Ohm}-\mathrm{m}$ media. The data are provided at 0.01 hertz over only one quadrant of the model since there are two planes of symmetry. The dashed line indicates the lateral extent of the conductor. The observation positions are located at the center of each polar diagram. The diagrams are linearly scaled with the apparent resistivity as indicated in the upper left corner of the figure. These diagrams indicate that the apparent resistivities associated with the electric field parallel to strike are only a factor of two greater than the apparent resistivities related to the electric field perpendicular to strike. This model was calculated at 0.1 hertz and 0.001 hertz. The resulting apparent resistivities for both frequencies were similar to those at 0.01 hertz shown in Figure 5.4(b).

A second simulation at 0.022 hertz is shown in Figure 5.5 in the same form as the previous model. The conductor in this simulation is a $10 \mathrm{Ohm}-\mathrm{m}$ body with a length to width ratio of three buried 1500 meters in a $100 \mathrm{Ohm}-\mathrm{m}$ material. The difference in apparent resistivities oriented parallel and perpendicular to strike, again vary only by a factor of two. The change in geometry and depth of burial for these simple low contrast models provided similar results indicating that the variation of these parameters may not provide the desired characteristics. Due to time and cost factors, further parametric variations were not attempted. However, the 1500 meter

## AVERAGED FPEBS, IN THE RANGE OF .01-.001 HERTZ



Figure 5.4(a) Apparent resistivity polar diagrams for the field data averaged over the frequency band of $.01-.001$ hertz. The stippled region indicates the probable location of a near surface conductor.
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Figure 5.4(b) Apparent resistivity diagrams for a three-dimensional model with horizontal dimensions similar to the stippled region in Figure 5.4(a). The parameters of the model are specified on the insert.
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Figure 5.5 Apparent resistivity polar diagrams for the elongate near surface conductor indicated in the insert.
depth of burial of this model which was necessary to insure numerical accuracy on a related two body model, which will be considered next, was probably a significant factor in decreasing the difference between the orthogonal apparent resistivities.

The next approach used to simulate the field characteristics at sites $11,13,14$ and 15A, shown in Figure 5.4(a), was based on a two body model. This simulation is shown in Figure 5.6. The shallow elongate conductor in this simulation has the same parameters as the model previously considered in Figure 5.5. This new simulation has a second deep resistive body with a strike perpendicular to that of the shallow body. The full plan-view and a cross-section are shown as inserts in this figure. As in the previous models the dashed lines delineate the lateral dimensions of the conductors under the observation positions. These observation positions are again confined to one quadrant of the model since two planes of symmetry were used. For observation points over the conductor, one can see that the ratio of the apparent resistivities associated with the electric fields parallel to the strike of the conductor relative to those using the electric field perpendicular to strike are approximately three to one. This indicates that the existence of a resistive structure under a three-dimensional surface conductor can enhance the field polarization measured over this conductor. This result mimics the observed field responses in a general way. However, the degree of distortion of the model results shown by a linear scale are less by an order of magnitude than the field data presented on a logarithmic scale. One factor which may contribute to this large difference between the magnitude of the simulations and the field observations may be associated with the difference between the conductivity contrasts used in the models and those that actually occur in the earth. The model contrasts used were small to insure numerical accuracy. The contrasts in conductivity which may occur in this area may be greater than those used in the simulation by an order of magnitude or more.
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Figure 5.6 Apparent resistivity polar diagrams for a two body three-dimensional model which consists of a shallow conductive body characterized by the same parameters as the model presented in Figure 5.5.

The third area which was characterized by similar polar diagrams is indicated in Figure 5.7 (a) by the stippled region. The large apparent resistivities in this area indicate the presence of a near surface resistive body. To verify this conjecture, the simulation shown in Figure 5.7(b) was calculated. The same conventions are used in this figure as was used with previous models. The polar diagrams of apparent resistivities provided by this simulation indicate that the region is probably unlain by a resistive structure which may extend to relatively great depths.

The last two areas were evaluated using only the distortion characteristics of the apparent resistivity diagrams. The sensitivity of the apparent resistivity to near surface conductivity structures is quite evident in these models. By considering these models over two decades in frequency, one can see that this distortion is a broad-band phenomenon. Therefore it may be used quite effectively to interpret near surface conductivity variations, but may present problems when deep conductors buried under complex surface conductivity distributions are the desired targets. This problem will be considered in more detail in Section [IV].

The second set of measurement parameters which may be used to analyze the surface conductivity are the induction arrows. The distribution of the complex tipper functions and the associated induction arrows for the simple near surface conductor considered earlier are shown in Figure 5.8. The frequency used in this example is 0.1 hertz. This frequency is below the peak in the amplitude of the complex transfer function. The phase at this frequency has shifted into the second quadrant which results in the orientation of the real and imaginary induction arrows away and toward the region of high current density respectively. This property of the induction arrows and the relative reliability of the real and imaginary components will be considered in Section [V]. The ability of the geomagnetic data to indicate the relative lateral position of current concentrations as indicated in this figure is a valuable tool in any interpretation scheme.


Figure 5.7(a) Apparent resistivity polar diagrams for the field data averaged over the frequency band of $.01-.001$ hertz. The stippled region indicates the probable location of a near surface resistive body.


Figure 5.7 (b) Apparent resistivity polar diagrams for a three-dimensional model with horizontal dimensions similar to the stippled region in Figure $5.7(\mathrm{a})$. The parameters of the model are specified on the insert.
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Figure 5.8 Complex tipper and induction arrow diagrams for a three-dimensional shallow conductor at 0.1 hertz. The dashed circles with bisects indicate the imaginary components and the solid circles with bisects represent the real components.
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Figure 5.9 Complex tipper and induction arrow diagrams for a three-dimensional shallow resistive body at 0.1 hertz. The dashed circles with bisects indicate the imaginary components and the solid circles with bisects represent the real components.

The complementary case of a buried resistive body is the next example considered. The complex tipper and induction arrows for the resistive model presented earler are shown in Figure 5.9. Again the frequency used is 0.1 hertz which is sufficiently low that the phase response has shifted into the fourth quadrant and the real and imaginary induction arrows are oppositely directed. The real arrows are directed away from the high current density and the imaginary arrows are oriented toward the current concentrations. An important observation provided by these models is that the amplitude of the induction arrows decay rapidly as the observation position moves away from the conductive body. However, this decay is relatively slow as one moves away from the resistive body. Therefore, one would expect to observe a much broader induction arrow anomaly for large buried resistive bodies than for surface conductors.

The complex tippers and associated induction arrows for the field data averaged over the frequency band of $5.0-1.0$ hertz are presented in Figure 5.10. This frequency band was chosen to coincide with a high frequency peak in the amplitude of the geomagnetic transfer function at several locations. The small imaginary induction arrows indicate that the phase of the transfer function is near 0 or $\pm 180$ degrees. The three previous areas interpreted through the use of the apparent resistivities are indicated by regions A, B, and C. From two-dimensional model studies, it can be shown that conductivity contrasts located in the first kilometer below the earths surface will result in a tipper maximum occurring in this frequency band. These surface conductivity changes are delineated by the real induction arrows in this figure. The real induction arrow at this frequency will be oriented perpendicular the conductivity contrasts and be directed away from concentrations of induced currents. The earlier interpretations are therefore supported by these results. In addition, there is some indication that a resistive body resides in region D .

Figure 5.10 The complex tipper and induction arrows for the frequency band of 5.0-1.0 hertz. The dashed circles with bisects indicate the imaginary components and the solid circles with bisects represent the real components. The stippled regions indicate the locations of near surface resistive bodies and the banded zones are locations of near surface conductors.


Figure 5.11 The complex tipper and induction arrows for the frequency band of .03-.006 hertz. The dashed circles with bisects indicate the imaginary components and the solid circles with bisects represent the real components. The stippled region represents a resistive body.


A second frequency band $0.03-0.006$ hertz was chosen such that it would be located below the 0.02 hertz low frequency tipper maximum observed at several measurement locations. Again, two-dimensional models indicate probable depths for the lateral changes in conductivity responsible for this tipper maximum to be on the order of 4 to 6 kilometers. The induction arrows for the field data in this band are shown in Figure 5.11. All survey sites indicate a region of abnormally low current density in the south-western portion of the area. The stippled region presented with some artistic flare indicates this resistive region which has sufficient depth extent to dominate the tippers over the entire area in this low frequency band.

## [ IV ] Principal Directions Defined <br> by the Residual Phase

The simulations of near surface inhomogeneities considered in the last section indicated that the presence of scatterers above a deep conductive target would create problems for an interpreter. The resulting distortion of the surface measurements would be broad-band in character. Their removal would depend on the availability of a dense high quality data set which would in-turn provide detailed information as to the parameters of the near surface conductivity distributions. This information could then be used to simulate the response of these features and then a removal technique such as the one introduced in Chapter 3 could be utilized to remove or at least reduce the effects caused by this "geologic noise". The sparse nature of the data set at Mount Hood prevented a detailed delineation of any of the surface inhomogeneities whose effects are quite evident in the data, thereby preventing the quantitative removal of these distortions. This situation initiated an investigation of the various measurement parameters, in order to find which components of the various transfer functions would
least be affected by these near surface contrasts. A few details of this search follows in condensed form.

A second significant question, concerns the effect of a finite strike on a "cheap" two-dimensional interpretation. The data at Mount Hood provided an interesting problem which is not unique to this area. The impedance data in the lower frequency bands had certain frequency characteristics which were suggestive of a twodimensional response caused by a conductor buried at depth. The structure which may represent the object of the quest was not expected to be two-dimensional, due to the geological and geophysical constraints suggested in Chapter 1 . This led into a small scale investigation of the various measurement parameters which are indicative of deep conductors in two- and three-dimensions. Differences and similarities were noted as the strike length shrank from infinite to finite dimensions.

The third and final problem which will be touched upon in this section is the relative sensitivity of the impedance parameters to perturbations in the geometry of subsurface conductors. An understanding of this sensitivity is important since it provides a measure of the resolution provided by the impedance parameter. This will have important ramifications on the joint application of impedance tensor and tipper estimates in the interpretation of data acquired in a three-dimensional environment, as will be seen in the next section.

The three problems will be considered in light of the response provided by three simple three-dimensional models. The results will be used to justify the use of a twodimensional model to represent the deep conductivity variations under Mount Hood.

The investigation begins with a comparison of the two and three-dimensional response of a conductor buried 15 kilometers with a 15 kilometer square cross-section. The strike length of the three-dimensional body was 60 kilometers. The frequency response for the two cases are shown in Figure 5.12 for the observation position over the center of this elongate conductor. The two and three-dimensional responses are

nearly the same for the source polarization with the primary electric field perpendicular to strike. Both the apparent resistivity and the phase for this polarization provide only a weak frequency response for the model. From the earlier models considered in Section III, one can see that the response for this source polarization is greatly affected by near surface scatterers. These observations indicate that the TM mode in two dimensions or the corresponding source polarization in three-dimensions provide apparent resistivities and impedance phases which are not of great use in prospecting for deep conductors. This is especially the case when near surface inhomogeneities are present.

Next consider the model responses for the primary electric field parallel to strike. The two-dimensional frequency response provides a significant indication of the conductor in the apparent resistivity and impedance phase. The absolute phase maximum occurring in the vicinity of 50 seconds provides a major response characteristic. Extensive two-dimensional sensitivity studies indicated that the frequency of this peak response may be shifted by many factors; conductivity of the conductor, depth of burial of the conductor, the dimensions of the conductor and conductivities of the over burden and back ground media to mention a few. This phase peak however, does represent an important diagnostic feature in the frequency response. The threedimensional response for this source polarization indicated in Figure 5.12 by the triangular symbols, shows a significant departure from the two-dimensional response. The apparent resistivity at the shorter periods are quite similar for both cases. The phase in the vicinity of the absolute maximum is also similar for both cases. The main difference in the frequency response is that the long period "over-shoot" in the impedance phase which is a standard two-dimensional characteristic is missing in the three-dimensional frequency response.

This model shows two important features of the phase. First, the threedimensional frequency response is characterized by a maximum in the same frequency range and of similar amplitude as the two-dimensional TE mode phase, which as
explained above, is an important interpretation aid. The second important feature to note is that the two-dimensional over-shoot in the long period phase response is missing in the three-dimensional response. This provides a three-dimensional impedance phase characterized by variations which are confined to a smaller frequency band than the two-dimensional response.

The frequency range over which the conductor affects the various measurement parameters is very important when interpreting data acquired in a media characterized by multiconductors. The models considered in Section III indicated that near surface conductivity variations may distort apparent resistivities over very wide frequency ranges. The phase responses from these models as well as the model presented above are characterized by relatively narrow frequency responses. This small model study indicates that the three-dimensional impedance phases are generally characterized by narrower range of frequency variations than the corresponding two-dimensional model. This phase characteristic may be utilized to minimize the affects of near surface inhomogeneities on an investigation of the underlying structures.

The useful impedance phase properties summarized above may be easily utilized through an impedance normalization procedure. This impedance normalization results in a simple phase differencing scheme which is described in Figure 5.13. The phase of the impedance defined in the first equation is calculated as a function of rotation angle $\boldsymbol{\theta}$. All phases are then shifted into the fourth quadrant.

An example of the phase as a function of period for some typical field data is shown in the top sketch of Figure 5.13. The absolute minimum phase response as a function rotation angle is found at the angle $\boldsymbol{\theta}_{\boldsymbol{o}}$. This phase minimum equals 30 degrees for the period of 75 seconds. The frequency response in the fourth quadrant of the impedance phase at the angle of rotation $\boldsymbol{\theta}_{o}$ is indicated by the dashed curve. Next consider the phase response for another angle of rotation $\theta_{1}$, represented by the solid curve. The absolute value of the phase at this rotation angle for the period of 75

$$
\begin{aligned}
\Phi & =\operatorname{ARCTAN}\left\{\operatorname{IM}\left[Z_{X Y}(0)\right] / \operatorname{RE}\left[Z_{X Y}(0)\right]\right\} \\
& =\operatorname{PHASE}(0)
\end{aligned}
$$



RESIDUAL PHASE $\equiv|\triangle \Phi(Q)|=20$. FOR PERIOD $=75$. SEC.


Figure 5.13 Description of the residual phase and the associated polar diagram.
seconds is 50 degrees. The difference between the absolute phases $\left|\Delta \Phi_{1}\right|=20$ degrees is defined as the residual phase at the angle of rotation $\theta_{1}$.

The residual phase may be calculated at various angles of rotation over a range of 360 degrees. These values may then be plotted in a polar diagram as indicated by the bottom sketch in this figure. The length of the arrow in this diagram represents the residual phase at the coordinate rotation angle of $\theta=\theta_{1}$. The arc circumscribed by the tip of this arrow, as all angles of rotation from 0 to 360 degrees are plotted, represents the polar diagram of the residual phase.

The residual phase for the model shown in Figure 5.12 may be easily found at the frequency of 0.02 hertz. First shift the phase response for the primary electric field perpendicular to strike (TM mode) into the fourth quadrant. For this observation position the impedance phase associated with the impedance tensor element $\mathbf{Z}_{x y}$ will provide the absolute minimum phase at $\boldsymbol{\theta}_{o}=0$ degrees. This phase component coincides with the absolute value of the TM phase response which equals approximately 51 degrees. As this impedance tensor is rotated to $\theta=90$ degrees, the absolute value of its phase becomes approximately 57 degrees. The frequency response for the phase of this impedance element at $\theta=90$ degrees is equivalent to the model response for the primary electric field parallel to strike (TE mode). The residual phase for this model has a minimum of 0 degrees for the rotation angle $\theta=\theta_{o}=0$ since this was the angle a which the absolute minimum value occurred (i.e. $51-51=0$ ). The maximum residual phase occurs when the rotation angle $\theta=90$ degrees (i.e. 57$51=6$ ), which is when the electric field is oriented parallel to strike.

The residual phase polar diagrams for this three dimension conductor are provided in Figure 5.14. The polar diagram described in the previous paragraph is located over the center of the conductor (i.e. the upper right diagram in Figure 5.14). The distance from the center of the polar diagram to its maximum dimension represents the 6 degree residual phase oriented parallel to strike. These simple diagrams clearly

pav mase of appanemt nesistivity yy

Figure 5.14 Residual phase polar diagrams for the three-dimensional elongate conductor described in Figure 5.12 at the frequency of 0.02 hertz. The observation positions are confined to one quadrant since the model has two planes of symmetry.
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Figure 5.15 Residual phase polar diagrams for a modified version of the model shown in Figure 5.12. This new model has a section of the conductor removed as indicated by the dashed lines on the cross-sections provided in the inserts and by that portion of the plan-view shown. Since the model has one plane of symmetry, the observation positions are confined to the left half of the model.
provide an accurate estimation of the local strike for this model. To evaluate the sensitivity of the impedance parameters on structural changes in the scatterer a perturbation of the above model was created by removing a section from the center of the conductor as indicated in Figure 5.15. The polar diagrams shown in this figure indicate that the impedance phase in the form of the residual phase is fairly insensitive to significant changes in the geometry of the conductor. The strikes indicated by these diagrams are undisturbed by the structural changes even when the observation positions are directly over those portions of the altered model characterized by rapid changes in geometry. The only noticeable change in the diagrams is the decrease in the absolute value of the residual phases measured over the conductor. This is reasonable since the effective cross-section of the modified conductor has only half the area of the original model.

The relative sensitivity of the apparent resistivity to the strike direction of the elongate conductor is indicated in Figure 5.16. The only characteristic which is observed is a slight decrease in the apparent resistivity over the conductor at all rotation angles. This was expected since both source polarizations provide similar apparent resistivities as indicated in Figure 5.12.

Next consider the sensitivity of the apparent resistivity to changes in the geometry of the conductor. Figure 5.17 shows the apparent resistivity polar diagrams for the same model perturbation as considered earlier with the residual phase diagrams. The apparent resistivities at this frequency are not significantly affected by the change in the model cross-section. This indicates that the residual phase is more sensitive than the apparent resistivity to variations in the effective cross-section of the model at 0.02 hertz. However, neither apparent resistivity nor residual phase were sufficiently sensitive to detect local changes in strike caused by the change in shape of the conductor.
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Figure 5.16 Apparent resistivity polar diagrams for the three-dimensional elongate conductor described in Figure 5.12 at the frequency of 0.02 hertz. The. observation positions are confined to one quadrant since the model has two planes of symmetry.
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Figure 5.17 Apparent resistivity polar diagrams for a modified version of the model presented in Figure 5.12. This new model has a section of the conductor removed as indicated by the dashed lines on the cross-sections provided in the inserts and by that portion of the plan-view shown. Since the model has one plane of symmetry, the observation positions are confined to the left half of the model.

The relationship of the above models to the field data may be seen in the following example. Two acquisition arrays, Old Maid Flat with magnetotelluric site 7 and Cloud Cap with magnetotelluric sites 1 and 2 provided similar transfer functions with characteristics which indicated that these data were relatively undistorted by near surface inhomogeneities. Based on the frequency variations of the tipper and impedance phase responses, the transfer functions were separated into five bands. A set of smoothed polar diagrams for all the field data were generated for each frequency band. The five bands are indicated by the vertical sections numbered one through five in Figure 5.18. The impedance parameters provided in this figure are rotated into the principal direction defined at each frequency by the maximization of the off-diagonal elements of the impedance tensor as described by Vozoff (1972).

The impedance phase characteristics of the field data which were interpreted as an indication of an elongate conductor buried at 10-15 kilometers, are clearly evident in this example. The phase maximum which occurs in band 4 on only one phase component associated with the impedance element $\mathbf{Z}_{x y}$ is analogous to the absolute phase maximum observed in the model response shown in Figure 5.12. At this location, the absolute minimum phase in band 4 is approximately equal to the impedance phase associated with the impedance element $\mathbf{Z}_{y x}$ which has an average absolute value of 38 degrees. This is then the normalization value which will be subtracted from phases calculated at all other rotation angles. The maximum phase response as a function of rotation angle in band 4 coincides with the phase associated with $\mathbf{Z}_{x y}$ in this figure. The absolute value of this maximum phase is approximately 50 degrees which provides a residual phase of 12 degrees. In this example the principal directions based on a maximization of the off-diagonal impedance tensor elements coincides with the principal direction indicated by the direction of the maximum residual phase in band 4. This occurred at this measurement site because the impedance tensor was relatively undistorted by near surface inhomogeneities. When a significant degree of distortion


Figure 5.18 An example of the apparent resistivities and impedance phases estimat-- ed from field data characterized by only moderate distortions associated with near surface inhomogeneities. The bands over which the field data were averaged to generate the five sets of polar diagrams are designated by the vertical sections numbered one through five.
does occur these estimates of the principal direction are no longer coincident. Some examples of field data where this phenomenon is observed will be shown later in this section.

If the impedance phase response in band 4 for site 1 is caused by a deep conductor similar to the model presented in Figure 5.12, then the resulting phase diagrams throughout the survey area should be characterized by a reasonably high degree of spatial coherency and provide an estimate of the average strike of the conductor. The residual phase diagrams for all the field data in band 4 are provided in Figure 5.19. These diagrams show a surprising degree of spatial coherency throughout the area. If one assumes that the anomalous conductivity structure is centered under the volcano, one has a situation similar to that indicated in Figure 5.14. For this case, the maximum dimension of the residual phase diagram is oriented parallel to strike. Under the above assumption, this analysis indicates that the regional strike of the conductor under Mount Hood is approximately north 20 degrees west. This conductor is indicated in the figure by the banded region. Also included in this figure as the stippled area is the resistive structure inferred from the apparent resistivities and induction arrows in Section III. The residual phase diagrams in the vicinity of this resistive body south-east of the volcanic peak are characterized by a significant amount of distortion. These diagrams, distorted as they are, still provide a strong indication of the regional strike.

Due to modeling limitations, it was not feasible to model the phase distortions observed in the field data south-east of Mount Hood. In order to simulate these responses, two body three-dimensional models were required with a sufficient depth separation such that the phase variations caused by these bodies occur in significantly different frequency ranges. Due to this limitation the broad band problem of amplitude distortion was considered. To understand the magnitude of the distortion due to complex surface conductivity distributions, the simulation shown in Figure 5.20 was

Figure 5.19 Residual phase diagrams of the field data in frequency band 4 (.03-.006 hertz) with inferred conductor at depth indicated by the banded zone and a resistive region which extends from near surface to depths near the conductor is indicated by the stippling.

implemented. The conductor is a laminar shaped 10 Ohm-m body 1 kilometer thick buried 1 kilometer below the surface. The plan-view of the structure is shown as an insert. The observation positions are confined to the left half of the model since it has one plane of symmetry. The apparent resistivity is shown in this figure at 0.001 hertz. The impedance phase response which is included in appendix D has nearly returned to the half space value of 45 degrees at this frequency. In contrast, the impedance amplitudes are distorted in a broad-band fashion. The apparent resistivities and the associated principal direction calculated by maximizing the off-diagonal elements of the impedance tensor are dominated by this surface distribution even at near D.C. frequencies.

It is not difficult to visualize the superposition of this complex surface conductor positioned over the elongate conductor buried at a depth of 15 kilometers. The observation positions located in the vicinity the two ninety degree bends in the conductor would be characterized by distorted apparent resistivities and associated principal directions of about 45 degrees at frequencies below 0.1 hertz. These distortions would slowly increase to those indicated in this figure at 0.001 hertz. The impedance phase will also be affected by this surface structure. However, this phase distortion will probably have a maximum effect above 0.1 hertz and will decrease to near zero at 0.001 hertz. The elongate conductor on the other hand was characterized by a small change in apparent resistivity and a large impedance phase response at 0.02 hertz. It is therefore very likely that the superposition of these models would result in an apparent resistivity and associated principal directions which are completely dominated by the surface conductor in this region. However, this would probably not be the case for the impedance phase. Since a significant component in the range of 0.02 hertz would be caused by the underlying conductor. This phase signature would provide an indication of the deep conductor if the impedance estimates are not rotated to the 45 degree angle dictated by the maximization of the off-diagonal elements of the
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Figure 5.20 Apparent resistivity polar diagrams in the vicinity of a thin near surface conductor with a complex lateral geometry characterized by one plane of symmetry.
impedance tensor. At this rotation angle the phase response would be half-way between the two principal phase responses and no indication of the conductor would be evident.

There are some examples in the field data acquired in the south-eastern region of the survey area that provide characteristics which are similar to those expected from the above composite model. Figure 5.21 depicts the first example of this masking effect caused by surface inhomogeneities. These data were acquired at site 3A. The impedance phase calculated from off-diagonal impedance tensor elements rotated into the principal directions provided by the maximization of these elements for each frequency are presented in Figure 5.21 (a). The frequency response of these impedance phases provide no variations below 1.0 hertz which would indicate the presence of a conductor at depth.

The same phase responses rotated into the principal direction of -20 degrees (north 20 degrees west) at all frequencies is shown in figure 5.21 (b). This principal direction is based on the average direction of the maximum residual phase in band 4 as indicated in figure 5.19. The separation of the principal phases is obvious at this coordinate rotation angle and is consistent with the phase response provided by a deep conductor with the strike indicated by the principal direction.

A second example of this phenomenon is shown in Figure 5.22 which provides the impedance phase responses at site 3. The apparent resistivities at this location, calculated from the off-diagonal impedance elements, were separated by four orders of magnitude. The data processing techniques described in Chapter 2 indicated that the horizontal magnetic fields were significantly distorted at frequencies above 0.1 hertz at this site. These observations indicate that there exists a near surface inhomogeneity under this location which provides the distorted phase functions shown in Figure 5.22(a). These phases vary as a function of the rotation angles calculated by maximizing the off-diagonal impedance elements. The electric fields were highly polarized and

(a)
(b)

Figure 5.21 An example of the impedance phase for the field data acquired at site 3A calculated from the off-diagonal impedance elements (a) in the principal direction defined by the maximization of the off-diagonal impedance tensor elements at each frequency (b) in the principal direction defined by the average maximum of the residual phase in band 4 using all sites in the survey area.

(a)

(b)
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Figure 5.22 An example of the impedance phase for the field data acquired at site 3 calculated from the off-diagonal impedance elements (a) in the principal direction defined by the maximization of the off-diagonal impedance elements at each frequency (b) in the principal direction defined by the average maximum of the residual phase in band 4 using all sites in the survey area.
the principal direction was controlled by this polarization throughout the measurement band. The resulting phase values shown in this figure are scattered and appear to drift out of the fourth quadrant. This type of phase response would not be amendable to any kind of interpretation.

Figure 5.22 (b) provides the same impedance phases rotated into the principal direction defined by the average maximum of the residual phase in band 4. The phase functions in the vicinity of 0.01 hertz are significantly distorted. However, the separation of the principal phases at this frequency is still evident and an indication of the deep conductor is again provided by using the correct rotation angle.

The model studies coupled with the high spatial coherency observed in the field data in band 4 indicated that the residual phase would be a useful method to estimate the average strike of the dominant conductors at depth. This strike was used to establish a perpendicular profile indicated by the straight line in Figure 5.23 (a). The observations in this vicinity were relatively undistorted by surface inhomogeneities and indicated principal directions similar to the rotation angle obtained by the residual phase throughout the frequency band acquired. These factors indicated that a reasonable estimate of the conductivity variations in the area could be obtained by projecting these data onto the profile and then applying a two-dimensional parameterization to simulate the observations. The results of this parametric inversion is provided in Figure $5.23(\mathrm{~b})$.

The most important parameters in this model were associated with the $10 \mathrm{hm}-\mathrm{m}$ conductor with a 10 kilometer cross-section buried 12 kilometers. The second most important portion of the model was the large resistive body on the south-western end of the profile which extended from a depth of 2.5 kilometers to 14 kilometers. The near surface $30 \mathrm{Ohm}-\mathrm{m}$ conductor near the center of the model simulated the conductor detected under Cloud Cap (Site 1) by the high frequency magnetotelluric data and the single electromagnetic loop sounding. The $3 \mathrm{Ohm}-\mathrm{m}$ conductor buried directly


Figure 5.23 (a) Polar diagrams of the field data with a profile perpendicular to the inferred strike based on the residual phase in band 4 indicated by the straight line.


Figure 5.23 (b) The conductivity cross-section along the profile indicated in Figure 5.23(a) based on a two-dimensional analysis.
under the projected position of Mount Hood at a depth of 4 kilometers was not a sensitive parameter for the impedance response functions. However, the induction arrows which will be considered in the next section provided a strong response from a conductor in this vicinity at approximately this depth.

There were two implicit constraints utilized in this model. The first was associated with the near surface conductivity distribution under the Old Maid Flat array near site 7B. A 1.2 kilometer bore-hole in this vicinity provided information which indicated that the near surface material in this area was composed of impermeable rocks characterized by high seismic velocities at shallow depths. The electrical logs from this bore-hole match fairly well with the results obtained from a magnetotelluric onedimensional inversion of the impedance parameters at site 7 B associated with the electric field oriented north 70 degrees east. These results indicate a relatively resistive near surface zone with higher resistivities at depth.

The next constraint and the most important single factor in the interpretation was associated with initial parameterization which resulted in the large conductor at a depth of 12. kilometers. There are at least two basic families of models which could have been adapted to provide low frequency response characteristics similar to those observed in the impedance parameters measured at Mount Hood. .The spatially confined data proved to be insufficient to distinguish between these two major categories of possible models. The first possibility was a model based on the existence of a large near surface lateral conductivity contrast existing outside of the survey area. The parameters of various models investigated in this family which would provide the necessary frequency characteristics were not considered to be reasonable for this geological environment. The second suite of candidates considered were associated with a deep conductive anomaly under the survey area. This general model was chosen as the appropriate starting point for the two-dimensional parameterized inversion, based on the heat flow measurements acquired by Blackwell and Steele (1979) in the


Figure 5.24. The cross-section of the two-dimensional model with respect to the heat flow measurements projected onto an east-west profile across Mount Hood (Heat flow profile by Blackwell and Steele, 1979).

Cascades near Mount Hood. These data shown in Figure 5.24 indicate an anomalous zone of heat flow confined to an area in the immediate vicinity of Mount Hood. The strong thermal dependency of electrical conductivity in conjunction with the localized heat flow high, indicated that the most reasonable source of the low frequency impedance variations exhibited by the data would be associated with this thermal anomaly centered on the volcano.

The model response is compared to the field data at two positions along the profile to indicate the quality of the fit. Since the field data were grouped on each end of the profile a representative site from each is shown. Figure $5.25(\mathrm{a})$ indicates the match between the simulated and the observed data at $x=5$ kilometers which corresponds to site 2 . The solid and dashed curves indicate the TE and TM model responses respectively. The symbols indicate the field data. The data at site 7B observed at $x=-8$ kilometers is shown in Figure $5.25(\mathrm{~b})$. This figure indicates the quality of the fit between the field measurements and the simulations on the southwest end of the profile. In this figure, the solid curve provides the TM response and the dashed curve indicates the TE solution. The degree of fit for the other sites were similar to the two examples shown in these figures, since the frequency responses between locations in each of the two arrays shared similar characteristics.

The degree of fit between the observed and the calculated impedance parameters are similar in both examples. The match is good at frequencies below 1 hertz with one important exception. The phase for the TE mode simulations and the observations below 0.02 hertz provide different frequency responses. The differences between these phase responses are similar to the departures observed between the two- and three-dimensional model results provided in Figure 5.12. This would indicate that the observed mismatch in the TE mode phase response may be related to the finite strike length of the 1 Ohm-m conductor buried at a depth of approximately 12 kilometers.


Figure 5.25(a) An example of the comparison between the two-dimensional model provided in Figure $5.23(\mathrm{~b})$ which are indicated by the solid and dashed curves and the field observations at site 2 designated by the symbols. This site is located on the north-eastern end of the profile provided in figure $5.23(\mathrm{a})$.


Figure $5.25(\mathrm{~b}) \quad$ An example of the comparison between the two-dimensional model provided in Figure $5.23(\mathrm{~b})$ which are indicated by the solid and dashed curves and the field observations at site 7B designated by the symbols. This site is located on the south-western end of the profile provided in Figure $5.23(\mathrm{a})$.

## [ V ] Induction Arrows: A Sensitivity Study

The impedance data over the entire survey area provided a dominant low frequency phase characteristic which displayed a high degree of spatial coherency. The electrical conductivity models, which satisfied this regional phase response and which were consistent with a local heat flow high, indicated that there was an elongated conductor under Mount Hood at a depth of $10-15$ kilometers. A conductor at this depth with the dimensions indicated in Section IV should provide a significant secondary vertical magnetic field. The resulting tipper should have a phase response of 0 or $\pm$ 180 degrees at a frequency of approximately 0.0023 hertz. Such a response was not seen in the data. The problem posed by this apparent inconsistency between the tipper and the impedance estimates required a solution before the credibility of this model could be established.

The resolution of this paradox was attempted through the use of a suite of simple to complex two- and three-dimensional models. These models were designed such that their responses would provide an indication of the relative sensitivity of the various tipper parameters, an indication of the effects of strike length on these parameters, and an estimate of their sensitivity with respect to the impedance tensor estimates.

To initiate this investigation, the simpliest case was considered which would provide the tipper parameters which would be observed in the vicinity of the deep 1 Ohm-m conductor obtained by the parameterized inversion of the profile data presented at the end of Section IV. This two-dimensional model is presented in Figure 5.26(a). The TE mode impedance phase response for this model in pseudosection is provided in Figure 5.26(b). This figure shows the dominant absolute maximum in the impedance phase at approximately 0.022 hertz. The phase characteristic is similar to that observed in the impedance phase estimates when with the electric field is oriented north 20 degrees west. This maximum phase response is centered


Figure 5.26(a) A single body two-dimensional model.


Figure 5.26 (b) The TE mode impedance phase response.
over the conductor and decreases slowly as the observation positions are moved away from the conductor. A strong response would be expected over a 30 to 40 kilometer range centered on the conductor.

The tipper amplitudes associated with this structure are presented in Figure 5.26(c). The first interesting observation is that the amplitude response along the profile seems to complement the TE impedance phase response. The amplitude of the tipper is zero on the symmetry plane through the center of the conductor and doesn't reach a maximum until the observation position is nearly 20 kilometers from the center of the conductor. The next point of interest is that the maximum tipper amplitude on each side of the conductor occurs at about 0.0022 hertz. This maximum in the tipper response is a decade below the absolute impedance phase maximum which occurred at approximately 0.022 hertz over the center of the conductor. This figure indicates that the tipper amplitude maximum is spread over a very broad frequency range in the vicinity of the conductor. For data acquired only over the conductor, the frequency response of the tipper amplitude would be a very insensitive parameter to use in the estimation of the depths to the anomalous zone.

The tipper phase response is shown in Figure 5.26(d). The phase information is indicated by quadrant with the orientation of the associated real and imaginary induction arrows indicated by the solid and dashed arrows respectively. The presentation clearly indicates that the tipper phase response would provide a stable frequency characteristic as a function of position along the profile. The tipper phase has a value of 0 or $\pm 180$ degrees at approximately 0.0025 hertz. This phase value provides a zero imaginary induction arrow and occurs at approximately the same frequency as the peak in the tipper amplitude. These 0 or $\pm 180$ degree phase points however should provide a much more reliable estimation of the depth to the conductor for observation points near the body: This would be the case since the zero imaginary induction arrow is confined to a much narrower range of frequencies than the broad tipper amplitude


Figure 5.26(c) Tipper amplitude response.


Figure 5.26(d) Induction arrow orientation diagram.
in this area. A limiting factor on the use of this parameter is that its reliability when applied to field data would be subject to the degrading effects of noise in the region near the conductor caused by the attenuation of the amplitude response.

The next step is to evaluate the effects of a finite strike length on the twodimensional characteristics indicated in the last model. The model used for this comparison is shown in Figure 5.27. This model consists of a 5 Ohm-m body with a 15 square kilometer cross-section buried 15 kilometers in a 100 Ohm-m half space. This model was initially introduced in Figure 5.12 where the impedance frequency responses were presented. The smooth curves in Figure 5.27 indicate the twodimensional amplitude and phase response calculated at the position indicated by the arrow on the insert. The corresponding responses for the three-dimensional model with the same cross-section and a strike length of 60 kilometers is indicated by the symbols. The conductivity of this model is less than the previous model considered (Figure 5.26). This was necessary to insure an accurate numerical solution for the three-dimensional model. Despite this difference in conductivity, the tipper amplitude and phase characteristics of these two-dimensional models are similar.

The comparison of the two- and three-dimensional results in Figure 5.27 indicate two important features. First, the tipper phase in the lower diagram appears to be relatively insensitive to the finite strike length of this model. The difference between the two- and three-dimensional case is only ten degrees. This small difference may indicate a slight upward shift in the frequency at which the phase value equals -180 degrees. However, these differences in the two phases are so small that they may be numerical in nature.

The second point of interest is the attenuation of the tipper amplitude response at the two lower frequencies in the three-dimensional case. This attenuation results in a frequency shift of the peak amplitude response of the tipper to higher frequencies. This sensitivity of the amplitude frequency response to strike length would lead to


Figure 5.27 The frequency response of the complex geomagnetic transfer function (tipper) calculated on a central profile at the position indicated on the insert. The symbols indicate the three-dimensional responses and the smooth curves indicate the corresponding two-dimensional responses.
erroneous depth estimates when used for a two dimensional analysis. These results indicate that if a frequency domain match is used for a two-dimensional analysis the tipper phase would be the "best" parameter to use.

The spatial variations of the tipper parameters for the above three-dimensional model are considered at 0.0044 hertz in Figure 5.28. This frequency provided the tipper phase of approximately 170 degrees in Figure 5.27. This phase response results in a small imaginary induction arrow and since it is in the second quadrant the real and imaginary induction arrows have opposite orientations with the real component directed away from the region of current concentration. The complex tipper diagrams in Figure 5.28 indicate that the real and imaginary responses over most observation positions share similar ratios and orientations with respect to the region of high current density. This implies that the tipper phase is not a strong function of position. This characteristic is similar to that displayed by the phase at 0 or $\pm 180$ degrees for a similar two-dimensional model in Figure 5.26(d). The tipper amplitude for this threedimensional model as indicated by the magnitude of the induction arrows is characterized by a high degree of spatial variability with the attenuation most pronounced over the conductor.

The spatial variations of the complex tipper response for the same model at the frequency of 0.02 hertz is presented in Figure 5.29. For this frequency, the tipper phase was shifted into the third quadrant at the observation position indicated in Figure 5.27. The resulting induction arrows have a common orientation for both real and imaginary components away from the region of high current density. This portion of the frequency response of the two-dimensional phase is characterized by an increased dependency on frequency. The spatial distribution at 0.02 hertz of the complex tipper components provided in Figure 5.29 indicate that the tipper phase or the ratio of real and imaginary components is characterized by a greater degree of spatial variability than was observed at 0.0044 hertz. The phase variations however are not significant
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Figure 5.28 The complex tipper and induction arrows for the three-dimensional elongate conductor at 0.0044 hertz. The observation positions are confined to one quadrant since the model has two planes of symmetry.
enough to change quadrants as indicated by the uniformity of the induction arrow orientations for both components away from the region of current concentration.

The sensitivity of the induction arrows to changes in the geometry of a conductor are considered using the same model perturbation as utilized in Section IV for the impedance parameters. This model with the complex tipper responses at 0.02 hertz is shown in Figure 5.30. The model considered is a modified version of the model indicated in Figure 5.29. This model was altered by removing a center section of the conductor. This change is indicated by the dashed lines on the cross-section in the inserts and by the outline of the conductor in plan-view in Figure 5.30. The orientation of the induction arrows in this figure indicate that the phase remained in the third quadrant. The direction of the induction arrows at observation points remotely located with respect to the altered portion of the conductor are generally the same as those provided by the original model. Those observations in the vicinity of the altered portion of the model generally provided slightly different orientations than the original model. For one observation position over the conductor designated by the letter A in Figures 5.29 and 5.30 the two models provide significantly different results. The direction of the induction arrows over the perturbed model at this point differ from the direction given at the same point over the original model by nearly 90 degrees. A comparison of these results with the results presented in Section IV on Figures 5.145.17 indicates that the induction arrows are more sensitive to local changes in the model geometry than the impedance estimates.

The sensitivity to structural changes in a conductor at depth indicated by the last model, suggest that the tipper may also be very sensitive to near surface variations in conductivity. To obtain a measure of understanding for this sensitivity and the relative depth-frequency resolution, a two body three-dimensional model was designed. Results from this model were obtained using the modified hybrid method at two frequencies.


Figure 5.29 The complex tipper and induction arrows for the three-dimensional elongate conductor at 0.02 hertz. The observation positions are confined to one quadrant since the model has two planes of symmetry.


Figure 5.30 The complex tipper and induction arrows for a modified version of the model presented in Figure 5.27. This new model has a central section of the conductor removed as indicated by the dashed lines on the cross-sections provided on the inserts on this figure and by that portion of the plan-view shown. Since the model has one plane of symmetry the observation positions are confined to the left half of the model.

The initial model used as the reference for this study is indicated in Figure 5.31. This simulation consists of a single 10 Ohm-m elongate body buried 6 kilometers in a $100 \mathrm{Ohm}-\mathrm{m}$ media. The conductor dimensions are indicated in the cross-section and plan-view on the inserts. The results are provided in the form of the complex tipper components and associated induction arrows at 0.22 hertz. As in earler models the solid and dashed circles indicate the real and imaginary components respectively. The results in this figure indicate that the tipper phase at this frequency is well into the third quadrant and varies to a fair degree as a function of position. This is indicated by the uniform orientation of both the real and imaginary components away from the current concentration and by the large imaginary component. The spatial variability in the phase is indicated by the variable ratio of real to imaginary components. The tipper amplitude response which is related to the size of the induction arrows as shown in the figure reaches a maximum on a profile perpendicular to strike at a distance from the center of the body approximately equal to its width.

The next model will be similar to the above simulation with the addition of a surface conductor. This two body model is shown on the inserts in Figure 5.32. The complex tipper responses at 0.22 hertz are provided at fewer locations than the previous model to simplify the diagram. The observation positions provided here correspond to some of the same observation points given in Figure 5.31. The affects of the shallow $10 \mathrm{Ohm}-\mathrm{m}$ body are very evident in the complex components presented. Those observation points which are distant from the shallow body provide a phase response in the third quadrant consistent with the results from only the deep conductor. However the orientation of the real and imaginary components are no longer in the same direction. As the observation positions are moved near the conductor the phase shifts quadrants and the real and imaginary components provide radically different directions. The real component however consistently is oriented away from the region of high current density and would provide a reasonably accurate
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Figure 5.31 The complex tipper and induction arrows for a three-dimensional single conductor model at 0.22 hertz. The conductor in this model has the same dimensions and conductivity as the deep conductor of the model presented in Figure 5.32.


Figure 5.32 The complex tipper and induction arrows for a three-dimensional two conductor model at 0.22 hertz. A cross-section and plan-view are provided as inserts. The deep conductor has the same dimensions as the model presented in Figure 5.31.
position for the center of the conductive zone. The imaginary component in the vicinity of the shallow conductor provides an orientation that is a strong function of the measurement position. At some locations the imaginary induction arrows are oriented toward the regions of current concentration and at other positions are oriented away or tangential to the high current density. This model indicates that when two conductive bodies are present the real induction arrow will provide a more reliable estimate of the relative position of the conductor than the imaginary component.

To investigate the dependence on frequency of the complex tipper over this multibody model, the surface fields were calculated at an additional frequency of 0.022 hertz. The results at this frequency for the single conductor buried 6 kilometers (reference model) is provided in Figure 5.33. These results show that the phase has shifted into the second quadrant and provides a uniform value near 180 degrees. This is indicated by the uniform and opposite orientation of the real and imaginary induction arrows with real component oriented away from the current concentration. The small imaginary component indicates that the phase is near the 180 degree value and the spatial uniformity of the ratio of the real and imaginary components indicate that the phase at this frequency has a weak spatial dependency. These characteristics are the same as those previously provided by two-dimensional and other threedimensional models.

As in the previous set of models, a new model is formed by combining the conductor buried at a depth of 6 kilometers with a shallow conductor. The results from this model at 0.022 hertz are shown on Figure 5.34. The model response for this frequency provides a much simplier spatial distribution of induction arrows than observed at the higher frequency. The tipper phase remains in the second quadrant for all observation positions which is consistent with the results from the single deep body model. The amplitude and orientation of both real and imaginary components for this model are very similar to the response of the reference model when the observation
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Figure 5.33 The complex tipper and induction arrows for a three-dimensional single conductor model at 0.022 hertz. The conductor in this model has the same dimensions and conductivity as the deep conductor of the model presented in Figure 5.34.


Figure 5.34 The complex tipper and induction arrows for a three-dimensional two conductor model at 0.022 hertz. A cross-section and plan-view are provided as inserts. The deep conductor has the same dimensions as the model presented in Figure 5.33.
positions are remote with respect to the shallow conductor. When the observations are made in the vicinity of the shallow body, both real and imaginary components increase in amplitude and change orientation. Both real and imaginary induction arrows provide a coherent picture of an average current concentration in the vicinity of the two conductors.

Two important points are indicated by these results. The first is that when frequency responses from multibody scatterers are evaluated, one should look for the lowest frequency which provides a phase value of 0 or $\pm 180$ degrees. This frequency should be a slowly yarying function of position if it is indeed the lowest 0 or $\pm 180$ degrees phase point. If this weak spatial dependence is observed, then one should obtain a spatially coherent tipper phase in the second or fourth quadrant which would provide a real and imaginary induction arrows which are oppositely oriented with the real component directed away from the region of high current density. This lowest 0 or $\pm 180$ degree phase point corresponds to the lowest frequency maximum in the tipper amplitude response for two-dimensional models. This however may not be true for the three-dimensional case since the tipper amplitude is a sensitive function of strike length as indicated in Figure 5.27.

The second note of interest is that care must be exercised in the multiconductor case at frequencies above the lowest 0 or $\pm 180$ degree phase point, when using the spatial distribution of imaginary induction arrows in an interpretation scheme. The ability of real induction arrows to provided a more reliable estimate of the location of an anomalous region in this frequency range is clearly indicated in Figure 5.32.

The last multibody three-dimensional model considered in this section is devoted to the case of a buried resistive body overlain by a shallow conductor. This model is of interest in this study since the induction arrows were used in Section III to supply supporting evidence for the existence and location of resistive bodies indicated by a two-dimensional inversion and the spatial distribution of characteristic distortions of
the apparent resistivities. The complex tipper response for a single buried resistor provided in Figure 5.9 was used to justify this interpretation. However, the conductivity environment south of Mount Hood was interpreted as being a near surface conductor overlying a buried resistor (see Figures 5.4 (a) and 5.6). The effects of these near surface conductors on the complex tipper components were not considered at that time. In light of the results from the previous models which indicated that a surface conductor overlying a deep conductor could cause a significant amount of distortion in the complex tipper components, the case of a buried resistor overlain by a shallow conductor should be considered.

The complex tipper components for this conductor over a resistive body are shown in Figure 5.35. This model was initially used in Section III to provide the apparent resistivity diagrams provided in Figure 5.6. The tipper results considered here are at a frequency of 0.022 hertz. This frequency is sufficiently low that the tipper phase is in the second quadrant below the 180 degree phase value provided by the large underlying resistive body. Since the large resistor provides the lowest frequency response in the model, this 180 degree phase represents the last (lowest frequency) 0 or $\pm 180$ degree point over the entire frequency response. As in the previous models the complex components in Figure 5.35 provide very uniform variations which clearly indicate the resistive region characterized by a abnormally low current density. The real and imaginary induction arrows are oriented in opposite directions with the real component directed toward the resistive body. The distortion caused by the small near surface conductor would provide an induction arrow distribution which would indicate two resistive zones, one on each side of the north-south plane of symmetry. The induction arrows at observation points remotely located with respect to the shallow conductor provide a small imaginary component indicating that these data are near the 180 degree phase value provided by the deep resistor.
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Figure 5.35 The complex tipper and induction arrows for a three-dimensional two body model at 0.022 hertz. A cross-section and plan-view are provided as inserts. The shallow conductor has the same parameters as the model presented in Figure 5.5.

These simple two body models provide some assurance that if one chooses the frequency window such that it is below the low frequency 0 or $\pm 180$ degree phase value, then the real and imaginary induction arrows may be relied upon to provide the relative lateral locations of both anomalously resistive and conductive regions underlying small near surface conductors. At higher frequencies the real component provided a reasonably accurate location of the anomalous current distribution but the imaginary component proved to be unreliable.

The models considered here were seriously limited in their scope. One important consideration in a multiconductor environment is the resolution of the complex tipper components. The above models did not provide sufficient separations in depth between bodies to provide a separation of their responses in the frequency domain. Therefore an evaluation of the depth resolution in these frequency domain functions could not be implemented. Perhaps numerical improvements in the future will provide a sufficiently versatile three-dimensional modeling scheme such that a comprehensive study of the frequency resolution of both tipper and impedance functions may be carried out.

This digression into the details of simple three-dimensional responses indicated that the induction arrows provided the expected diagnostic features with or without the presence of a near surface conductor when the frequencies were in the asymptotic limit (i.e. below the lowest 0 or $\pm 180$ degree phase value). This was consistent with simple two-dimensional model studies. These results imply that if the elongated conductor buried at $10-15$ kilometers were the dominant conductor at depth then a diagnostic phase value of 0 or $\pm 180$ degrees should exist at approximately the frequency indicated by a two-dimensional simulation. The simple one body response in Figure 5.26 indicated that this transition into the asymptotic range for the expected conductor would occur in the frequency band of $0.0022-0.0033$ hertz ( $300 .-450$. seconds).

The example of the tipper parameters in Figure 5.36 provides no indication of a 0 or $\pm 180$ degree phase value in the entire decade between 100 and 1000 seconds. These response functions are representative of all the data at Mount Hood for periods greater than 10 seconds. The top two diagrams provide the tipper amplitude and phase responses at site 1. These parameters are provided at the rotation angles indicated in the bottom diagram on this figure. The rotation angle is obtained by finding that angle at each frequency which provides a maximum complex response of the component shown in this figure in the form of amplitude and phase. The frequency bands over which these data were averaged to provide the smoothed complex diagrams presented in Figures 5.10 and 5.11 are indicated by the banded zones numbered 1 and 4 respectively.

The data at site 1 were chosen for this example since the rotation angle which maximized the tipper component corresponding to the horizontal magnetic field perpendicular to strike was nearly independent of frequency. This "approximate" twodimensional response at this location, provided a situation where the simplified presentation provided in Figure 5:36 would be easily related to model results. This lack of dependence on rotation angle was not usually found at Mount Hood. At some locations in this area the rotation angle designated by the direction of the maximum tipper component varied by 90 degrees over one or two decades in frequency. These rotation angle variations are clearly indicated by comparing the complex tipper diagrams for data in band 1 and 4 shown in Figures 5.10 and 5.11.

Another reason this site was used as an example is because the 0 or $\pm 180$ phase values are clearly evident in two of the bands. The first is located in the high frequency portion of band 1 indicated by a 0 degree phase. The second is located between band 3 and 4 and is designated by a -180 degree phase. These phase values imply that there are two conductors at varying depths. A two dimensional analysis based on the frequency where these 0 or $\pm 180$ degree phase values occur indicate


Figure 5.36 An example of the (a) tipper amplitude (b) tipper phase and (c) angle of rotation required to minimize one component. The bands over which the field data are averaged to generate the five sets of polar diagrams are designated by the vertical sections numbered one through five.
approximate depths of 0.5 kilometers and 5 kilometers for the lateral current variations responsible for these phase characteristics.

The phase response indicated in bands 4 and 5 provides a very interesting frequency variation. Instead of observing the 0 or $\pm 180$ degree phase value expected from the interpretation based on the impedance functions, one sees a rapid frequency response which results in a phase of approximately 90 degrees. This type of response requires the presence of yet another conductor. Based on a projection of this frequency trend one would expect the 0 degree phase to occur at approximately 10,000 seconds period. Again a simplistic two-dimensional analysis implies a depth of approximately 50 kilometers for the lateral conductivity variation responsible for this predicted frequency response.

The complex nature of this phase response may be observed in a more realistic three-dimensional frame of reference by considering the data in these bands in the form of the complex tipper and phase polar diagrams. These diagrams are presented in Figure 5.37. The observation position (site 1) is located at the center of each small diagram. The left column of the figure displays the complex tipper responses with the associated induction arrows for each of the five bands of Figure 5.36. The right hand column provides the tipper phase polar diagrams. Model results in this form were not covered in this chapter for the sake of brevity, however some examples may be found in appendix $D$. The interesting characteristic of this form of presentation for the phase is that the fan shaped diagram, seen in a relatively undistorted form in band 4 of this example, opens toward the region of high current density.

The sequence of polar diagrams shows the rapid changes in the direction of the induction arrows which are a manifestation of the rapid variations of the tipper phase observed in the last figure. The data were averaged over the band indicated above each row of diagrams. The data in band 1 corresponds to the inferred source at a depth of 0.5 kilometers. The polar diagrams indicate a relative position for a resistive


Figure 5.37 An example of the complex tipper diagrams with induction arrows and the tipper phase diagrams are presented for the data at site 1 over the five frequency bands indicated in Figure 5.36.
region to the north-east of Site 1 . This coincides with the results indicated by the one-dimensional interpretation of the profile at Cloud Cap (Figure 5.3) and with the two-dimensional inversion based on the profile through the arrays at Old Maid Flat and Cloud Cap drawn in Figure 5.23(b).

Band 2 provides a small real induction arrow component indicating the -90 degree phase response which is interpreted as being the transition zone from that portion of the spectra dominated by the near surface conductivity distribution to that portion controlled by a conductor located at greater depths. This transition continues into band 3 where the real induction arrow has changed direction with respect to the band 1 resulting from a phase shift of 180 degrees. By band 4 the peak amplitude response for the conductivity variation at 5 kilometers has been passed. This corresponds to the phase response at periods greater than the $\pm 180$ degree phase point for this conductivity variation. For this band the real and imaginary induction arrows are oriented such that a resistive zone is indicated to the south-west of the Cloud Cap array. This 5 kilometer transition from conductive to resistive structures coincides with the inferred $30 \mathrm{Ohm}-\mathrm{m}$ / $1000 \mathrm{Ohm}-\mathrm{m}$ contact in the two-dimensional results indicated in Figure $5.23(\mathrm{~b})$.

Band 5 provides a similar picture of a transition zone as observed in band 2. The data at this frequency seem to be moving out of the frequency range dominated by the 5 kilometer conductivity variations and are entering a portion of the spectra controlled by the lateral variations at a depth in excess of 50 kilometers. The form and orientation of this diagram may indicate a more conductive region to the south or southwest. This is very speculative since the data at periods greater than a 1000 seconds are required to see where this trend will lead.

These data indicate that the resolution properties are such that the tipper can resolve anomalous regions with depth separations of a decade or more (i.e. 0,5,5 and 50 kilometers). The effects of structures which lie between these resolvable features
in the frequency domain is of great importance in this data set since the inferred conductor at $10-15$ kilometers would be sandwiched between the 5 and 50 kilometer anomalous zones.

To understand the response from the complex conductivity structure proposed above, a three-dimensional simulation of three conductors with a significant depth separation is required. The three-dimensional requirement is important since the conductor at a depth exceeding 50 kilometers may have a local east-west strike as compared to the approximate north-south strike of the impedance anomaly at $10-15$ kilometers depth. The effects caused by two conductors with different strikes was observed in Figures 5.32 and 5.34. These simulations provided a distorted view of the deeper conductor when the bodies were separated by small vertical distances.

The requirements for the above three body model exceeded the limitations of the three-dimensional modeling method available. To circumvent this difficulty a three body two-dimensional simulation was implemented. This model presented in Figure 5.38(a) is not directly appropriate for an interpretation of the field data. However, it does provide some indication of the problems created by the existence of three bodies confined to a total depth separation of only a decade. The three bodies designated as $\mathrm{A}, \mathrm{B}$ and C correspond to the conductors expected at depths of 5,12 and 50 kilometers respectively. The response of conductor B was considered earler in Figure 5.26.

The TE phase response is provided in Figure 5.38(b) to show that the distinctive absolute phase maximum at 0.025 hertz which was the main feature in Figure 5.26(b) is still a dominant phase characteristic in the region above body $B$. The shape of the absolute maximum is somewhat distorted but still would provide an indication of the location of body B. An interesting difference between the single body and this three body response is that the phase minimum located at frequencies below the absolute maximum for the one body case is no longer evident in the multibody response. The removal of the one body "over-shoot" was caused by the presence of body C. An


Figure 5.38(a) A three body two-dimensional model.


Figure $5.38(\mathrm{~b}) \quad$ The TE mode impedance phase response.
interpretation of the structure at the depth indicated by body C was not attempted on the two-dimensional profile inversion discussed in Section IV since the conductivities at these depths were poorly defined due to the low frequency limits of the data. A simplier way to remove this low frequency "over-shoot" is by incorporating a finite strike of the elongate conductor into the interpretation as was done in the earlier section.

The tipper amplitude of this multiconductor model is presented in Figure 5.38(c). This amplitude response as compared to the one body case is appreciably distorted. However, the region over body B is still characterized by a very low amplitude response between $0.01-0.001$ hertz. The effect of body C would not be detectable in the tipper amplitude for measurements above 0.001 hertz.

Figure $5.38(\mathrm{~d})$ provides the phase quadrant diagram for this multiconductor model. This diagram is so altered by the presence of bodies $A$ and $C$ that the phase values of -180 degrees (designated as the dashed line separating the second and third quadrants) is completely missing in the region to the left of the the -35 kilometer observation position for frequencies greater than 0.001 hertz. For the remaining observation points in the vicinity of body $B$, the boundaries of the phase quadrants vary so rapidly with frequency that the 0 or $\pm 180$ degree phase point would be of very little help to interpret a sparse data set confined to frequencies greater than 0.001 hertz.

When this rapidly varying phase combines with the greatly attenuated amplitude in the vicinity of body $B$, it is not surprising that it results in very little evidence for the existence of body B. If in addition the three-dimensionality and varying strikes are considered, it seems quite reasonable that the combination of shallow and deep conductivity distributions have effectively masked the response from the elongate conductor buried at $10-15$ kilometers when the observation positions are confined to the region near this body.


Figure 5.38(c) Tipper Amplitude Response.


Figure 5.38(d) Induction arrow orientation diagram.

## [ VI] The Composite Model

In the last three sections various one-, two- and three-dimensional models have been proposed to satisfy various components of the data. Some matches have been made, similarities obtained and differences justified. The entire procedure was not satisfying since there existed no means by which to quantitatively evaluate the overall interactions between various pieces of the story. However for lack of a better way, these various isolated anomalous regions were combined in a subjective manner and resulted in the model presented in Figure 5.39. A short summary of this composite model follows with appropriate references provided to the preceding maze of models.

The interpretation summary will begin at the surface, where the interpreted structure is as complex as the measurement density will allow. The first anomalous region and possibly the most conductive near surface zone in the area is located north-east of Mount Hood and is designated by the stippled zone labeled $30 \mathrm{Om}-\mathrm{m}$. This zone was detected by the magnetotelluric one-dimensional inversions which indicated a conductive zone at a depth of 500 meters which became more resistive to the north-east. A 10 Ohm-m contact with this conductor which was consistent with the above interpretation was provided by the two-dimensional profile inversion presented in Figure 5.23(b). The relative position of these anomalous zones was also indicated by the induction arrows for band 1 in Figure 5.10.

The next near surface conductor detected was probably associated with the saturated pyroclastic flows which have accumulated on the south flank of Mount Hood. This zone is indicated by the stippled area near Timberline Lodge labeled as 10 Ohm-m. The conductor was detected by electromagnetic loop soundings and has estimated depths of $300-700$ meters. These results were supported by onedimensional magnetotelluric inversions. The distortion characteristics of the apparent resistivities in this area indicated that this shallow conductor covered a more resistive

## INFERRED CONDUCTIVITY DISTRIBUTION



Figure 5.39 The composite conductivity model for Mount Hood.
zone. The model which mimicked the field observations "best" is shown in figure 5.6.
The next zone localized was the near surface resistive body indicated by the stippled zone south-east of Mount Hood labeled 1000 Ohm-m. This body was indicated by the distortion of the apparent resistivities and by the induction arrows in band 1 . These results are provided in Figures 5.7 and 5.10.

- The area west of Mount Hood enclosed in the region labeled 1000 Ohm-m was indicated as a resistive zone by the induction arrows in band 1 calculated from data in the Old Maid Flat array. The one-dimensional inversions of the impedance element associated with an electric field orientation of north 70 degrees east, supplemented by well logs from a 1.2 kilometer drill-hole, indicated a resistive region near surface. The two-dimensional inversion along the profile between Old Maid Flat and Cloud Cap, Figure 5.23 (b), also indicated a resistor in this area which extended to a depth of 14 kilometers. The induction arrows in band 4 shown in figure 5.11 and the impedance parameter distortions in Figures 5.7 (a) and 5.19 all indicate that the resistive zone probably covers an area indicated by the tick marks.

This resistive structure, which may be associated with a Pliocene intrusive, dominates much of the near surface and intermediate depth conductivity distribution. The two-dimensional profile inversion indicated that a conductive zone at a depth of 4 or 5 kilometers was adjacent to the north eastern edge of the large zone of low conductivity. The depth to this conductor coincides with the estimated depth of the lateral conductivity variations which provide the induction arrows in band 4. The arrows outline the north and eastern boundary of the resistor. This large resistive structure characterized by low porosity would control the local hydrology. The conductor at a depth of 4-5 kilometers may represent meteoric water confined to the north-east side of this structure and which may be circulating around the warm conduit of Mount Hood.

The last feature indicated on Figure 5.39 is the conductor buried at a depth of 10-15 kilometers and indicated by the cross hatched area labeled $1-3$ Ohm-m. The strike of this structure was established using the impedance phase as shown in Figure 5.19. The two-dimensional profile inversion provided the dimensions and conductivity. The mismatch between the model TE phase and the field data in the low frequency range was considered to be an artifact of the finite strike of the body. However the results of the multibody two-dimensional simulation provided in the last section indicated that the mismatch could be resolved by providing the appropriate conductivity distribution at depths below 50 kilometers. The parameters of this deep north-south striking conductor are not well defined since the data set were confined to a small spatial window over the conductor.

Finally, the induction arrow and tipper phase responses observed between 0.01 0.001 hertz indicate the existence of a conductor at a depth in excess of 50 kilometers with a local east-west strike. The existence of this structure is based on a prediction of the phase response at 0.0001 hertz from a projection of the data in the frequency band of 0.01-0.001 hertz.

The validity of this highly speculative model will be known when additional data are acquired in this region of the Cascades. The most important constraints which must be relaxed are the limits on the spatial and frequency windows. More data must be acquired in the region surrounding Mount Hood and some of these data must be acquired to at least 0.0001 hertz.

## Chapter 6

## The End of the Quest

[ I ] The Conductivity Model in<br>Relation to Other Geophysical<br>Information

The conductivity model developed in the last chapter was based on the interpretation of magnetotelluric-remote telluric data supplemented by three electromagnetic loop soundings with model constraints provided by shallow bore-hole information and regional heat flow measurements. This model resulted from only one aspect of a multidisciplinary exploration effort at Mount Hood. Geochemical studies by White (1980) and a detailed geologic investigation by Crandell provided additional information associated with the recent volcanism, extending the earlier detailed examination of the geology and petrology of this Cascade volcano by Wise (1969). Regional geological studies supplemented by Landsat, side-looking radar and infrared measurements were used to understand the surface structural features and the thermal manifestations at Mount Hood by Williams, Hull, Ackermann and Beeson (1982); and Friedman, Williams and Frank (1982). Aeromagnetic data by Flanagan and Williams (1982) and gravity measurements by Couch and Gemperle (1979) provided detailed potential field information in the immediate vicinity of Mount Hood. The regional gravity has been presented by Couch, Pitts, Braman and Gemperle (1981), and the regional aeromagnetics are currently being acquired and processed. A 16 -station seismic network was established in the vicinity of Mount Hood to study local earthquake activity and to provide a means of understanding the seismic velocity structure under the volcano.

The results of this study were presented by Weaver, Green and Iyer (1982). Additional information about the near surface properties were obtained by means of a refraction survey by Kohler, Healy and Wegener (1982). These various geophysical techniques provided a great deal of indirect information pertaining to the physical properties which characterized the region in the vicinity of the composite conductivity model. The data from some of the above techniques were compared to this model and a correlation was observed between the inferred electrical conductivities, the seismic velocities and the regional Bouguer gravity anomalies.

The aeromagnetic data were acquired in the vicinity of Mount Hood by Flanagan and Williams (1982). These data were reduced to the pole and upward continued to 4,267 meters. The smoothed response provided a dominant low of -257 nano-tesla located south-west of Mount Hood in the vicinity of some silicic intrusives. This magnetic low was attributed to the porphyritic quartz diorite to quartz monzonite intrusives which have relatively low magnetization as compared to basalts and andesites, the dominant rock types in the area. The low coincided with the location of the large resistive body extending from near surface to $10-15$ kilometers depth. This represented the only correlation observed between the model components and these data. On a larger scale, the aeromagnetic data should provide an indication of a shallow Curie depth corresponding to the elongate conductor buried a depth of 10-15 kilometers since this conductor probably represents a partial melt zone in the lower crust. However, this regional data is only now being acquired and this most important comparison cannot be made.

The local gravity measurements were acquired and processed to provide a complete Bouguer gravity anomaly map of Mount Hood. A summary of the work by Couch and Gemperle (1979) related to the acquisition, processing and interpretation of these data follows. The data were initially reduced using a $2.67 \mathrm{gm} / \mathrm{cc}$ density. This provided an anomaly distribution characterized by a north-south low which was closed
to the north and broadened into an east-west feature south of Mount Hood. The above density provided little topographic correlation east of Mount Hood indicating that this was an appropriate density for the near surface rock in this area. However, a detailed study indicated that a density of $2.27 \mathrm{gm} / \mathrm{cc}$ was required to minimize the correlation between the anomalies and the topography throughout most of the survey area. The minimum was broad indicating the presence of a wide range of near surface densities. An interpretation of the anomalies obtained by using the $2.27 \mathrm{gm} / \mathrm{cc}$ reduction density indicated that Mount Hood may be located in a north-south graben structure bounded by prominent faults on the east side. Lineations were observed with orientations of north 85 degree east and north 23 degrees west. These data were spatial filtered at 8.1 and $13 \mathrm{~km} /$ cycle and the anomaly maps for the data above and below these spatial frequencies were presented. The resulting smoothed anomaly maps indicated no direct correlation with any of the conductivity model parameters.

The regional gravity data (state of Oregon) were presented by Couch, Pitts and Braman (1981) as a complete Bouguer anomaly map using a reduction density of 2.67 $\mathrm{gm} / \mathrm{cc}$. A portion of this anomaly map in the vicinity of Mount Hood is shown in Figure 6.1. The electrical conductivity model represented by the elongate conductor buried at a depth of $10-15$ kilometers and the overlying large resistive zone are indicated by the stippled region on this figure. The correlation between the buried conductor striking north 20 degrees west and the broad low in the anomaly map is clearly evident. The characteristics of this gravity anomaly are similar to those observed in the small scale study by Couch and Gemperle (1979) using the same reduction density. The anomalous low closes to the north and is open to the south of Mount Hood. This would indicate that if the buried conductor is related to the north-south low in the anomalous gravity data then a finite strike would be expected. The east-west trend in the anomalous gravitational field south of the volcano may be related to the local east-west conductivity variations below a depth of 50 kilometers implied by the low


Figure 6.1 The model components consisting of the elongate conductor buried at 10.-15. kilometers with the large resistive body which extends from near surface to intermediate depths of $10 .-15$. kilometers indicated by the stippled region are superimposed on the complete Bouguer gravity anomaly map by Couch, Pitts, Braman and Gemperle (1981) with a $2.67 \mathrm{gm} / \mathrm{cc}$ reduction density used.
frequency tipper phase variations.
A teleseismic P wave delay study was undertaken in 1977 at Mount Hood by the U.S. Geological Survey. A 16 site seismic array spread over a 40 by 50 kilometer region around the volcanic peak was in operation for 13 months. The results of this investigation were presented by Weaver, Green and Iyer (1982).

Throughout this period of operation, only 10 local earthquakes were recorded. All of these were located at shallow depths of less than 15 kilometers under the slopes of Mount Hood. The fault plane solutions for 8 of the earthquakes indicated strikeslip faulting and one event implied a normal fault mechanism. All strike-slip fault plane solutions indicated a north-northwest strike direction. This direction corresponds roughly to the principal direction of the impedance tensor based on the maximum residual phase in band 4 of the magnetotelluric data.

The teleseismic data consisted of 55 events with three dominant azimuths of approach. These seismic data were reduced to relative residuals by subtracting the network average from the calculated residual at each measurement location. These relative residuals were calculated for each of the three ranges of source azimuths. The resulting spatial distribution indicated that most of the residuals were independent of the azimuth of approach. The residuals were then averaged over all azimuths and some correlation was observed with station elevation. These topographic effects were removed through the use of a simple linear regression analysis.

The average residuals corrected for topography are shown in Figure 6.2 The large negative residuals indicate regions of relatively high velocity material and the positive residuals are associated with low velocity zones. This velocity distribution was interpretated as being caused by variations in the near surface rock properties.

The irregular black areas in this figure indicate the locations of Pliocene intrusives and andesitic plugs as mapped by Wise (1969). The large black region south-west of Mount Hood near the -0.2 second $P$ wave residual contour represents the silicic


Figure 6.2 The model components consisting of the elongate conductor buried at 10.-15. kilometers with the large resistive body which extends from near surface to intermediate depths of $10 .-15$.kilometers indicated by the stippled region are superimposed on the $P$ wave residual data by Weaver, Green and Iyer (1982) averaged over three source polarizations and corrected for topographic effects. The irregularly shaped black areas represent Pliocene intrusives and andesitic plugs indicated by Wise (1969).
intrusives which correlated with the large magnetic low. This zone of high velocity indicated by the negative residuals coincides with the large shallow resistive component of the electrical conductivity model. This component of the model is shown as part of the stippled area in Figure 6.2. The second component of the model also signified by the stippling is the elongate conductor buried beneath the resistive body. The residual data exhibits no correlation with this deep conductor. This indicates that the inferred Pliocene intrusive which greatly affects the apparent resistivities and the complex tipper components in the vicinity of the volcanic peak may also dominate the velocity structure in this area as indicated by the teleseismic residuals.

If the high seismic velocities are associated with the same media characterized by high resistivities, then based on the model presented in the last chapter, the high velocities may extend to depths of $10-15$ kilometers and have complex lateral variations. With this kind of upper crustal velocity distribution, it would be difficult to distinguish those components of the velocity variations due to a confined partial melt zone represented by the deep elongate conductor in the conductivity model. This type of complex near surface velocity environment may explain why $P$ wave residual studies have not been successful in locating low velocity zones beneath Cascade volcanos associated with high heat flow and recent volcanic activity.

The absence of any indication of a low velocity zone under the Cascade volcanos has been considered by Iyer, Rite and Green (1982). These investigators moved from the local studies such as at Mount Hood and Newberry Crater to a regional scale covering the entire Cascade range in Oregon to resolve the enigma presented by the presence of local geothermal resources but the absence of an associated low velocity zone. The results obtained by a three-dimensional parameterized inversion of the regional teleseismic data indicated a complex velocity structure in the northern Oregon Cascades within the upper 20 kilometers of the crust. The velocity structure in central and southern Oregon indicated an inclined boundary dipping to the east between high
and low velocities which may indicate a subduction zone. The inversion model was characterized by relatively low velocity material under the entire high Cascade region. This was interpretated as an indication of the existence of low-density hightemperature rock at depth. Perhaps this low velocity zone at depth is related to the conductivity variations indicated by the long period variations of the tipper phase response.

In addition to the teleseismic data, a large scale refraction study was undertaken at Mount Hood by Kohler, Healy and Wegener (1982). The refraction survey was carried out using 6 shot-points and two sets of 100 receiver locations over an area of 60 to 70 square kilometers. The data were interpreted by dividing the travel time data into three sections for source receiver separations of 4.-19.7, 19.7-40. and distances greater than 40 . kilometers. In order to obtain a relative velocity distribution, a time term analysis was appled to each section of the travel time data.

The time term analysis is basically a least square fit of the entire data set to a simple model for each source receiver pair which provides one unknown for the travel time from the source to the refractor, a second unknown is the velocity of the refractor and the third unknown is the travel time from the refractor to the receiver. The time term value at any receiver will be related to the time required for the seismic signal to travel from the refractor to the surface for all six shot-points and will therefore be averaged over several different azimuths.

The time term solution for a source receiver separation range of 19.7-40. kilometers is shown in Figure 6.3. The lower time term values indicate regions characterized by relatively high velocities. The two components of the conductivity model, indicated by the stippled areas as before are superimposed on these data in this figure. The Pliocene intrusives are again depicted by the black regions. The near surface media is clearly characterized high velocities and high resistivities in the vicinity of these silicic intrusives. The detailed distribution of these near surface velocities as indicated by


Figure 6.3 The model components consisting of the elongate conductor buried at 10.-15. kilometers with the large resistive body which extends from near surface to intermediate depths of $10 .-15$. kilometers indicated by the stippled region are superimposed on the time term data by Kohler, Healy and Wagner (1982) for source receiver separations of 19.7-40. kilometers. The irregularly shaped black areas represent Pliocene intrusives and andesitic plugs indicated by Wise (1969).
both the teleseismic residuals and the time term analysis indicate an extraordinary degree of correlation with the large resistive body indicated by the magnetotelluric and geomagnetic data.

The fumaroles in the vicinity of Crater Rock on the summit of Mount Hood represent the major thermal manifestation in the region. A shallow temperature probe traverse across this fumarole field and a regional aerial infrared survey were used by Friedman, Williams and Frank (1982) to estimate the heat discharge from the thermal sources in the area. The volume and frequency of recent volcanic eruptions as estimated by Crandell (1980) and others have provided a means to gauge the available residual heat from past volcanic activity. These estimates indicated that the cooling dacitic plug on the summit would not have been able to provide the present heat flux observed. This suggested to these investigators that the fumarole activity is primary and is due to a deep heat source. The heat transfer mechanism was postulated to be convective in nature with hydrothermal fluids transporting the heat through fractures around the margin of the plug dome.

The existence of a deep seated convective system associated with the conduit under Mount Hood provides a convenient source for the anomalous conductivities at depths of $4-5$ kilometers indicated in this vicinity by both the magnetotelluric and tipper frequency responses. The induction arrows in band 4 and the two-dimensional model which provided a reasonable fit to the magnetotelluric data along the profile presented in Chapter 5 both indicated a high lateral contrast in conductivity located in the vicinity of the north-east and eastern boundary of the large near surface resistive region. This body delineated by both the electrical and seismic data probably represents an impermeable zone which controls the local hydrology and thus limits the lateral extent of any hydrothermal system existing under Mount Hood. This would create an environment around the edges of the Pliocene intrusive characterized by hot saturated rock which would be expected to exhibit elevated conductivities.

The last but not least consideration is the feasibility of the conductivity model in relation to an appropriate petrogenetic model for this tectonic setting. The tectonic model chosen by Iyer, Rite and Green (1982) to satisfy their seismic interpretation was a marginal basin behind an island arc. This type of setting although not completely appropriate of the Cascades is associated with calc-alkaline volcanism which characterizes the north-western United States.

The petrogenetic models may be quite complex as indicated by Hildreth (1981). The fractionation of magma occurs over large ranges of both depth and time. This may result in magma residing at multilevels within a subsurface volcanic column at the same time. A simplified form of this complex depth-temperature environment expected in the vicinity of a subduction zone is shown in Figure 6.4. This figure is from Wyllie (1981) with the Moho depth adjusted to 25 kilometers.

The thickness of the crust was chosen to be 25 kilometers based on seismic evidence on the east and west sides of the Cascades. A long refraction profile by Hill (1972) provided a estimate for the crustal thickness of 25 kilometers under the Columbia River Plateau of south-eastern Washington and north-eastern Oregon. The P wave conversion studies by Langston (1981) provided a depth of 20 kilometers to the Moho in northwestern Oregon. This evidence coupled with the change in volcanism discussed in Chapter 1 indicated a relatively thin crust may be expected in the vicinity of Mount Hood.

The depth-temperature ranges indicated in this figure for metamorphism and magma generation in the crust is based on the availability of aqueous pore fluids. The inferred Cascade geotherm shown in this figure for shallow depths is based on an extrapolation of the surface heat flow measurements at Mount Hood by Blackwell and Steele (1979). The asymptotic limit of the geotherm at depth was taken from Oxburgh (1980).


XBL 829-2478

Figure 6.4 Depth-temperature ranges for metamorphism and magma generation in the continental crust and mantle by Wyllie (1981) with an adjusted Moho depth. The inferred Cascade geotherm with estimates at shallow depths based on an extrapolation of surface thermal gradients of $60 \mathrm{C} / \mathrm{km}$ from Blackwell and Steele (1979). The asymptotic limit of the geotherm at depth was from Oxburgh (1980).

An examination of the geotherm in this figure indicates that the depth at which partial melt could occur would be approximately 12 kilometers and that a significant portion of melt would be expected before a solid phase is entered at the mantle boundary. This large percentage of melt would indicate the existence of high conductivities in the depth range of $12-25$ kilometers. The solid phase on entering the mantle would provide a resistive media at depth. The geotherm would again at approximately 45 kilometers enter a region where partial melting could occur with the availability of water and carbon dioxide. This would provide a conductive zone at a depth in excess of 45 kilometers.

This simple model indicates that at least the existence of a partial melt zone between 12 and 25 kilometers and again at 50 kilometers is feasible with a simple petrogenetic model. Therefore the high model conductivities in these depth ranges are reasonable for a tectonic environment characterized by surface heat flow measurements such as those observed at Mount Hood.

In summary the conductivity model appears to be feasible with respect to the petrogenetic models appropriate for this setting. The other geophysical data available however provides very little support of any of the model components with exception of the large resistive body located south and southwest of Mount Hood. The high degree of correlation evident between the seismic data and the details of the resistive component of the conductivity model indicated that these high resistivities and high velocities delineate the same geologic structure which is probably a large Pliocene intrusive.

## [ II ] Conclusions

The results obtained from the magnetotelluric data at Mount Hood were mixed. The impedance and the complex tipper transfer functions calculated from these data provided beautifully intricate spectral characteristics which both confounded and inspired the interpretation attempts. The elusive magma chamber, the object of our search is probably associated with the elongate conductor buried 12 kilometers with a depth extent of approximately 10 kilometers. This conductor however is not alone. It is located below two conductive zones buried at depths of 0.5 and 5 . kilometers and above a conductive region located at depths below 50 kilometers. The relationship between this model and the true conductivity of the earth is certainly open to question. The small spatial and frequency window through which one may peer into the depths provides many ambiguities.

The validity of this model may only be tested by the acquisition of additional data throughout north-central Oregon and south-central Washington with some data acquired to .0001 hertz. Care should be exercised when acquiring this data, since magnetotelluric data acquired at large site separations will be affected by different near surface environments and would not provide sufficient information to evaluate these affects. The data acquisition scheme used here, with four to five measurement locations distributed as an array with 2-5 kilometer separations between sites is recommended to provide sufficient local control to obtain a qualitative understanding of the near surface conductivity distribution.

These data with their rich spectral content provided a number of hints in regard to the relationship between the various measurement parameters. There are two points indicated by these data which may prove to be quite useful in other complex environments. The first is associated with the advantages of relying on the impedance phase response characteristics as a function of coordinate rotation to provide a means
of obtaining an accurate indication of deep conductors when the impedance amplitudes are greatly distorted by near surface conductivity distributions. A second useful but well disguised hint suggested that the relative sensitivities between the impedance and tipper parameters were quite different with tipper components providing the highest resolution.

The important property associated with the impedance phase is that its frequency response associated with near surface inhomogeneities is band limited. That is, the high frequency portion of the phase spectra responds to a near surface conductor but the phase returns to the half space response at low frequencies. The impedance amplitude or the apparent resistivities on the other hand are distorted in a broad-band sense. They respond at higher frequencies to surface conductors but instead of asymptoting to the half space value they remain distorted into the D.C. limit. This broad-band distortion will dominate the principal direction calculated by maximizing the off-diagonal impedance tensor elements at each frequency. This provides a principal direction which is nearly independent of frequency when the near surface conductors create a highly polarized electric field.

If a target happens to be buried beneath this surface conductor the impedance amplitude distortions caused by the deep conductor would be only a minor component of the total low frequency response. The surface distribution would therefore dominate the choice of the principal direction. A deep target characterized by a significant strike length would provide a narrow band impedance phase response in the lower frequency range associated with primary electric field oriented parallel to strike. This phase response may dominate the low frequency band since the effects from the surface body should be approaching the half space value when there exists a sufficient depth separation between the near surface conductor and buried target.

An indication of the location and strike direction of this target may then be obtained when the impedance estimates are rotated into the principal direction based
on a maximum phase response in the appropriate low frequency band. If the principal direction were chosen in the standard manner by simply: maximizing the off-diagonal elements of the impedance tensor when the near surface conductivity distribution is such that the surface fields are polarized at approximately 45 degrees with respect to the strike of the underlying target then the diagnostic frequency characteristics would not be evident and the target would be missed. The residual phase defined in Chapter 5 provides a simple vehicle to search for these diagnostic phase characteristics and provide an estimate of the strike direction for targets buried at depth.

The utility of this method is strongly dependent on the depth separations required to obtain a reasonable separation of the responses in the frequency domain caused by the two conductors. This important relationship could not be investigated here since the near surface bodies are generally three-dimensional in nature and the three-dimensional modeling technique available was unable to simulate the appropriate conductivity distributions. This however would be a very interesting area for future research.

The second interesting feature in this data was related to the observed sensitivity differences between the various impedance and complex tipper parameters. This study did not provide a comprehensive comparison of the relative resolution of these time independent field measures. However, the field data and models considered did indicate that the tipper frequency response was more sensitive to the effects of complex geometries and multiconductors than the impedance parameters.

The slower frequency response of the impedance functions will probably provide parameters which may be simulated adequately with simpler models than those required to match the rapidly varying frequency characteristics of the tipper functions. This high sensitivity endows the tipper parameters with the ability to detect many details in a conductivity distribution which would remain undetected by the slower response of the impedance parameters. This enhanced sensitivity may create
confusion in a complex environment as indicated by the rapid spatial variations observed in the imaginary tipper component over the multiconductor threedimensional model presented in Chapter 5.

The importance of considering these relative sensitivities is paramount for a successful interpretation of magnetotelluric and tipper data in a complex geological setting. When these data appear to indicate different conductivity distributions, this may simply indicate the differing sensitivities of these various measurement parameters to different conductivity components. Improved modeling techniques are required to adequately understand the complex relationship between these parameters. This study however indicates that the impedance and tipper parameters may provide complimentary measures of the subsurface properties in a multiconductor environment.
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## Appendix A

Field Data as a Function of<br>Frequency and Rotation Angle

The impedance and geomagnetic parameters for the field data are provided for each measurement location. The impedance phases and apparent resistivities which correspond to the off-diagonal tensor elements are rotated into the principal direction defined by the maximization of these off-diagonal elements at each frequency. The principal direction associated with the $Z_{x y}$ element which corresponds to the x ' directed electric field is provided by the angle of rotation from the reference coordinate system with x directed north (positive angles of rotation are clockwise with respect to north). The geomagnetic transfer function or tipper components are rotated into that direction which maximizes the $T_{y}$ component. This complex component is provided in this appendix in the form of amplitude and phase. The strike direction, indicated by the tipper coordinate rotation angle with respect to the reference coordinate system with x directed north, is provided.
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## Appendix B

Field Data as a Function of<br>Frequency at a Constant Rotation<br>Angle of -20 Degrees

The impedance parameters for the field data are provided for each measurement location. The impedance phases and apparent resistivities which correspond to the off-diagonal tensor elements are rotated into the principal direction at all frequencies defined by the maximum residual phase in band 4 . This residual phase maximum averaged over all measurement locations provided a coordinate rotation angle of $\mathbf{- 2 0}$ degrees (north 20 degrees west).
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## Appendix C

## Polar Diagrams of the Field Data

A complete set of polar diagrams of the field data for the $Z_{x x}, Z_{x y}$ and $T_{X}$ parameters averaged over each of the five frequency bands defined in Chapter 5 are presented. The phase diagrams for $Z_{x y}$ are for the residual phase, all other phase diagrams are for un-normalized phase values.
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## Appendix D

## Polar Diagrams of the <br> Three-Dimensional Model Results

This appendix provides a catalogue of polar diagrams for some of the threedimensional model results used in this study.
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avenagid freas. Im maver of . 022 hz .

pav owase of appanewt resistivity xy
averaced freas. Im range of . 022 uz.



Thi tippen amplitude $x$

tPX TIPFEA PMASE X

mav appanzwt hesistivity xy
averaced figes. In mavee of 0.22 mz .


Pry mase of appanemt resistivity xy
averaged fines. In ramaz of 0.22 hz .


TY Complex
avemabd freas. IM mage of 0.22 kz .

max TIPPER AMPLITUDE $X$
avenagio fregs. in manae of 0.22 hz .

tpi tippen pmase y

may mpanket mesistivity xy
averaged fregs. in mamer of . 022 hz .

averaged foces. In mange of .082 wh.


TX comple
avenacei fices. In mane of . 022 MZ

max rimpan aflitude $x$
averaged mees. In ravee of .o22 MI.


TPX TIPER PMMSE $x$

mxy appanent resistivity xy


DEY Pmase of apparent mesistivity xy
avemaged fuegs. Im names of. 0.1 mz .


avenagm preas. ith mace of 0.1 mz .

ix comelex
avemaces preas. In maver or 0.1 mz .

max tipmen anclitues $x$
averaged preas. In manse of 0.1 wr.


TRI TIPMEL PMASE X
avemaged freas. Im Rame of 0.01 Mz .

nxy appanent mesistivity xy
avenaged frees. in mange of o.e1 mz.

pry pmase of appanewt mesistivity iy
averaged frees. it mamat of 0.01 mz .

avenaged frees. In mamge of 0.01 Mz .


Tz conelex
avenaged faeds. th mange of 0.01 mz .

tha tipmen arplituoe $x$
avenaged frees. Im mange of 0.01 mz.

tpx tipreit mase $x$
avinated frices. in ravas of . 001 mz .

ny appanemt nesistivity xy
averaged fress. im mage of . .002 hz.

avemaces mees. In rames of . 001 WI.

averaced fices. in mame of .001 mz.

fir complex
$\oplus$
avenaced freos. In raver of . 001 Mz .


TMX TIMER MTHITUDE $x$
avenaced frees. Im anmee of .001 hz.

avenacen freas. In mance of 1.0 mz .

ont appaneit mesistivity xy
avenaged fhers. II mange of 1.0 mz .

exy phase of appanewt mesistivity xy
averaged frees. in ramer of 1.0 mz .

avenageo freas. IM mance if 1.0 mz .


rimen amitroe x
avthacis pheas. Im mane of. 1.0 nz .


TPI TIPPER PMASE X:

mav mpancint meststivity wi m
avemactio puces. It mane or 0.1 wz.


Pw mase of appanewt reststivity yy
avenace foles. IN mane of 0.1 ml .



in coprizy
avemerd fieses. in mane of 0.1 mL .


Th: TiPfil atelitioe $x$
avemacid meas. If maver of 0.1 us.


TE TIPFEN PMASE $x$
avemaero faces. in anne of 0.01 kI .

avequeco preas. in mane of e.01 u2.

pay mange of appanent mesistivity ky



avenacte freges. In manat of 0.08 mz .


II comery
$x$

max timpan macirtioe :
aneance fress. in mise of 0.01 nz .


TPI TIPPER PMASE X
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[^0]:    Residual Phase
    (degress)

