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A DUAL-WAVELENGTH THERMAL INFRARED SCANNER AS A POTENTIAL
AIRBORNE GEOPHYSICAL EXPLORATION TOOL

LEONARD A. LESCHACK* anxp NANCY KERR DEL GRANDE}

We are investigating a new airborne method for
measuring surface temperatures that may be use-
ful for identifying thermal anomalies of geologic
origin. From Planck’s equation we derive the
valuable approximation that, for small temper-
ature variations, the radiant emittance is propor-
tional to the emissivity times the absolute temper-
ature to the power of (50/wavelength in um).
From this, expressions are obtained for the emit-
ted infrared (ir) radiation measured simultane-
ously in the 5 and 10 pm bands. Ratios of these
expressions are shown to have the following use-
ful properties at 288 K: (a) they are insensitive to
surface emissivity variations for vegetated terrain,
{b) they vary nearly as the 5th power of the sur-
face temperature, and (c) they distinguish emissiv-
ity-related from temperature-related effects. We
have made preliminary tests of this methodology
at a field site in Scipio Center, New York. We
have characterized the observed surface temper-
ature variations, the significant effects of soil
moisture, and separated out the purely emissivity-
related features of vegetated terrain. Cluster anal-
ysis served to divide the ir data into groups that
behave similarly as a function of the measured soil
moisture. Two such distinct terrain groups were
identified at the field site. The ir data were cor-
rected for: (a) natural surface emissivity varia-

tions, (b) the intervening atmospheric path, s
(c) the reflected sky radiation. The corrected e
face temperature data were compared with o
culated values computed from a model 1=
simulates the surface temperature, using mets.
orological, hydrological, topographical, and s
thermal input parameters. The simulated mecix
surface temperatures, 291.9 K (group 1)and 25t =
K (group 2), differed only by, respectively. 0.0%
and 0.1 K from the measured mean surface 122
peratures. Our preliminary results suggest the po-
tential for developing a new airborne geophs s
method for isolating abnormal heat flows. Weak
heat flows, about 10-20 times the terrestrial aves-

age. have the effect of raising the surface temper-

ature about 0.1-0.2 K. These temperature anoma-
lies would, with the methodology suggssisd
appear as a residual difference between the mrexs-
ured (corrected) surface temperature and the sim-
ulated surface temperature. Such surface temper-
ature differences appear. from our research. ta >¢
measurable by airborne ir scanners when dat
over surface areas of 0.1 km? or larger are w.e7-
aged. Accordingly, our research appears ta sup-
port the conclusion that surface temperature <s-
hancements of geophysical origin between 0.1 22¢
0.2 K can be identified using airborne infrarsS
methods.

INTRODUCTION
It has long been recognized that the measure-
ment of geophysical parameters of the earth by
airborne means can provide rapid and relatively
inexpensive preliminary surveys of geologic pros-
pects. Aerial magnetic and scintillometer surveys
are examples that come to mind most immedi-

ately. Although other airborne geophysical meas-
urements have been made with greater or lessef
success, the airborne measurement of surface tem-
perature appears to be fraught with complicaing
factors. On the other hand, rapid wide area m2p-
ping of surface temperatures would be very useful.
A number of geologic phenomena worthy of com-
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-westigation are associated with the gen-
” ;nomalous heat; the oxidation of ore
",‘ _jincreased heat flow owing to potential
; .l resources are examples. Accordingly,

-+ seem desirable to increase our com-
w‘ of sirborne geophysical methods to in-
! .. nrborne measurement of minute surface
Lre differences.

"d compdratxvely very small steady-

zz:d as a complicated task On the
ping surface temperatures by air-
~2v methods is an established technique.
-salitative airborne infrared (ir) measure-
-3de over geothermal anomalies by other
¢ lent credence to the possibility
sma!i surface temperature differ-
ne air for geophysical exploration
come feasible. Using an ir scanner
3-5 um range, Dickinson (1973)
of new geothermal areas in
land and delineatcd the extent of
al activity. Measurements of 0.5
ove ambient (Dxc\mson personal
1574) made at depths of 15cm in
utlined by the ir imagery con-
interpretation. In general, sur-
levations of 1-3 K at Taupo,
1-2 K at Mt Amiata, Italy
33, outlined heat flow regions
Lo components as small as 24-45
‘ i ‘d convective components ranging to
A HEU. [t is uncertain as to what percent-
¢ <."wach component the scanners recorded dur-
“+-werlighis, However, it is obvious from their
== 24t few or none of the temperature anoma-
¢ xorded in the imagery were due solely to the
= of conductive heat flows, but rather to the
“med eflects of convective and conductive
. “ons. The work of these researchers encour-
s toinvestigate further the potential of air-
¢ Ir scanners as a geophysical tool and to
- >3 particular emphasis on the possibility of
3¢ quantitative measurements.
"I quantitative measurements, however, the
R 'fi}‘ sensed radiation must be corrected for
SERets of surface emissivity, meteorology, to-
: Fhy, and surface material differences (Del
¢ 1975) including thermal inertia and al-
i {Pohn et al, 1974), and particularly those
2“0 s0il moisture (LeSchack et al, 1975) prior

120

pcmtum Lma mﬂ
opographical, emé wg
The simulstod s
K (group 1) amd mma

airborne Eoupbag
imal heat Joax. ®upg
1¢s the terrestrsad s
1g the surfuce toenme
¢ lemperature saosge -
ihodology  sutymume.

2

ce betweern the mewe
perature and the s
Such surface wompss:
M OUP resenrch, 1s i
Uscanners when Site
1° or larger are g
zarch appears o wis
tface temperaturs aw
wrigin between Q0§ usd
airborne isfrsud

a
o

1e geophysical e
ith greater or kst
sment of suriae one
ft with compiscatitg
ipid wide arca mag
ould be viery wadu
1ena worthy of conts

1976.

Infrared Scanner

1319

to obtaining any quantitative temperature meas-
urement that could be useful for geophysical ex-
ploration. This paper discusses the theory of our
.approach to.making quantitative temperature
measurements and analyzes preliminary field data
that support thistheory. We found a number of
references concerning the details of aerial infrared
surveys of great value to our studies and they are
included as general references.

DISCUSSION OF THEORY OF AIRBORNE
TEMPERATURE MEASUREMENTS

As in the case of other geophysical exploration
techniques, such as gravity or magnetic surveys,
thermal surveys require the detection and isola-
tion of a geologically induced field component
that is'only a small percentage of the overall field
measured. For example, the cumulative extra-
neous effects that can mask temperature anoma-
lies are often an order of magnitude greater than
the sought-for anomalous component. Just as alti-
tude, latitude, Bouger, and terrain corrections
must be made to gravity data, and diurnal and
normal corrections need to be applied to magnetic
data, large corrections are necessary before useful
interpretations can be made from airborne surface
temperature data. There are three basic steps in
isolating anomalous temperatures of geologic ori-
gin: (a) Measure the true surface temperatures
over the survey area at a given time, (b) calculate
the normal surface témperatures that would be
anticipated for the same location and time, and
(c) subtract the simulated temperature field from
the measured temperature field to obtain a resid-
ual or anomaly field.

Measuring the true temperature

The first step in measuring the true temperature
over a given geographical area is to record the
radiant temperature over this area using a quan-
titative airborne infrared line scanner capable of
sensing emitted energy at two wavelengths, at
least. After the data have been recorded, we must
then correct the calibrated radiant temperature
data for: (a) variations in natural surface emissiv-
ity, (b) absorption and reemission in the atmos-
pheric column between the surface and the scan-
ner, and (c) reflected sky radiation due to the
nonblackness of the terrain.

Estimating emissivity from ir signal ratios

It was recently shown (Del Grande, 1975) that
the earth’s surface radiates signals which for small
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temperature changes vary as the temperature 7 to
the power Cy/AT,, where \ is the wavelength of
the radiation, in um, T, is the surface temperature
in degrees Kelvin, and C, is a constant. At tem-
peratures near 288 K, the spectral radiant emit-
tance is proportional to the surface emissivity e,
times 7°*, This power law thermal model pro-
vides the physical rationale for ratioing narrow ir
bands to produce signal ratios that are insensitive
to the natural surface emissivity and have en-
hanced thermal responsivity. These signal ratios
are used to obtain precise temperature measure-
ments that are more easily identified with their
geophysical origin. The derivation of this model,
which is given in the Appendix, will be summa-
rized below.

Planck’s equation "gives the hemispherical,
spectral radiant emittance W,, measured in units
of (W - m™%*/um):

Wi = e CA™® [(exp C/AT) — 117Y, (1)
where

W, = radiant emittance per unit wavelength at
wavelength A,
ey = surface emissivity at wavelength A,
C, = a constant, 3.7414 X 10° (W/m?) . um?*,
C, = a constant, 1.4388 X 10*fum(K),
A = wavelength in gm, and
7 = surface temperature in K.

It is shown in the Appendix that (1) may be ap-
proximated as follows:

Wi (T) = Gy (To) (T) 2 Moo g T2, 2)

with C, = 14388 um . K and a nominal value of
T, = 288 K, Co/T, = 49.96, equation (2) can be
closely approximated by:

Wy = G\ (T,) T ae, TN 3

Accordingly, we have derived a convenient ex-
pression for calculating the temperature sensi-
tivity of aerial infrared scanning systems. At a
typical predawn temperature of 288 K, we see
from equations (1) and (3) that the detectable
radiation emitted over the wavelength band and
centered at A is proportional to e, 7°**.* Filters are
used to define narrow bands. A few bands avoid
both atmospheric absorption regions and wave-

! We note that the commonly used temperature power
law is T* (resulting from Stefan-Boltzmann's equation).
This describes the temperature response of the toral
radiant emittance [i.e., the integral of equation (1) over
all wavelengths] as well as for a band centered near
12.5 pm.

lengths associated with anion groups in ¢
minerals where the terrain behaves as 3 <
source. These bands are centered at 22 135,
4.8, and 13.2 pm. At these wavelengths, the r
responses vary, respectively, approximately 1.,
23rd, 14th, 13th, 10th, and 4th power of the 37:;
lute temperature.

The earth’s emissivity is highly variable 1
one location to the next. However, the raps -
signals at two of more wavelengths can be used 15
obtain accurate surface-temperature measuen
ments that depend very little upon emissivity var.
ations. For two bands at wavelengths X, a}xd Ko
the temperature response of the signal ratio is:

/N T,
Wy e T 77"

N ®

Variations in the emissivity ratio are smaller by z
factor of ten or more than variations in the abso-
fute ‘emissivity for different natural terrains. At
wavelengths where the radiation has the same
spectral slope as a blackbody source, the emissis-
ity ratio variations are very small. Thus, quan-
titative temperature measurements can be made.
using signal ratios that are calibrated against a
standard blackbody source.

Where the surveyed terrain behaves in true
graybody fashion, i.e., no matter what material is
scanned in the survey. the ratio of /e, is con-
stant, then the ratio of two signals of differing
wavelengths can be calibrated and the blackbody
temperature obtained. In this work we letX =35
pm and 10 um, respectively. because these are the
common wavelengths that are recorded by pres-
ent-day scanners and, as such, are the wavelengths
in which our field data were obtained. However.
energy radiated in the 10 um band does not gener-
ally exhibit graybody behavior {Del Grande.
1975) so that for future surveys another wave-
length, e.g.. 13.2 um, would be more appropriate.
On the other hand, as discussed below, where the
terrain surface is covered by vegetation, radiation
in the 10 pm band does appear to behave in 2
graybody fashion. This permits us to develop the
following relationships which apply at about 288
K.a nominal field value for the surface blackbody
temperature 7, from equation (4}

W, &T'"
lV“) 6“’7—65 >

,{f.’, /5 5 /3
(W ) = (e—) T. ©
) i0

(5)

and
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.-w¢s that by ratioing the 5 and 10 um

J calibrating the resulting signal, a di-

- ‘,rcment of T,, the blackbody temper-
_ .3 be obtained. For the specific problem
' ting the emissivity necessary to correct

which was calibrated assuming a black-
_rce. the following relatlonshxps are ob-

-m equation (3):

s h:50 1/5
Tm o« ;’10 RS €10 Tb!

)

To= WA e (10T, ®)
sz equations (7) and (8) to the 10th power
ccoing them, we derive the following ex-

~«1 for the surface emissivity e,

10 2
(Tm) €10 =
= €19+
T,} €3

=1 (9) holds for vegetated surfaces which
graybody behavior at S and 10um, i.e., the

. ¢ for these surfaces is constant. We have
:that graybody behavior does pertain to
Twees that we huve measured since they
czetation covered, and from the data of
- ond Tdntraoom Q 1952} it can be shown that
; i Terent vegetation samples

! ne percent. This implies
hough e,/e5 Is not necessarily unity, it
<nstant for a variety of different vegetation
—22d. thus, can be determined by calibration

LIRS,

€)]

_t=shitical and physical basis Jor atmospheric
Cormng '

“wspheric corrections for radiant temper-
“wsurements must be made both for the
":on and emission in the intervening air

“ween the surface and the scanner) and
 treflected sky radiation due to the non-
=3 of the terrain,

7 H1974) has established the physical and
“al basis for these corrections. Near the
“*.the radiant emittance W, is the sum of the

; “surface radiation and the reflected sky
o

We=aW, + (1 — o)W, (10)

“Xripts g, X, b, and s refer, respectively, to
eted (graybody) temperature at the sur-
* Wavelength band, the directly measur-
‘“l\b()dy) surface tempemture and the
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temperature associated with the sky and cloud
cover. The emissivity is given by ¢, and the reflect-
ance coefficient by 1 — ¢,.

At some distance /, above the terrain, the meas-
ured radiant emittance W, consists of the trans-
mitted surface radiance and the emitted radiance
of the initervening column of air. Thus,

Wy=W,(1—A4)+ W, A. an

The subscript a refers to the temperature of the air
column. Most previous studies approximate the
temperature of the air column as the value meas-
ured for the air temperature outside the aircraft at
the altitude of the scanner. These studies will be
used to estimate a value for 4, the absorption or
emission of the air column appropriate for the
conditions of our experiment to be dlscussed be-
low,

Tien (1974) shows that by eliminating W,, to-
gether with appropriate algebraic manipulations,
equations (10) and (11) can be combmed as fol-
lows:

1 —
+ (~E—-3)( Wi — W), (2
\
He further applies a two-term truncated Taylor
series expansion of the W(T) around Wy (Ty) on
both sides of equation (12):

W(Ty + AT) = W (T) + ATW'(T3). (13)

By canceling out terms of the form W, (T,), and
dividing both sides of the subsequent equation by
Wi (Ty), he obtains:

1 A
Tb _ Th%_<___—z>(]-h - Ta)

€x

+ (Lf—i‘)(r,. —T). (14
€\

This approximation is valid when the temperature
correction is small compared to the absolute sur-
face temperature, as is typically the case. Equa-
tion (14) is in agreement with the experimental
observations reported previously by Weiss (1971),
Saunders (1970), and Shaw and Irbe (1972). Most
of these measurements were made over ocean sur-
faces which had an emissivity of 0.986 near 10 um.
Equation (14) permits us, therefore, to correct
directly for the blackbody temperatures clt the
earth’s surface.
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e Figure 1). 10 um image on left, 5 pm image on
ge as follows: white = all above 59°F; red = 58°-59°F; yellow =
= 55°_56°F; blue = 54°-55°F; magenta = 53°-54°F; black = all

~ 2. Digicolor images of Scipio Center, N.Y. site (se
-_Tohe radiant temperatures ran
:,:\iss;iFgreen = 56°-57°F; cyan
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~ ..orv. the above steps take the raw but
d radiant temperature data obtained as
~-am the scanner, make approximate cor-
1o them for variations in surface emissiv-
. pnally, enable corrections for the atmo-
_.olumn to be made. A map of such surface
- sures, although perhaps-accurate for the
of time during which the data were re-
however, transitory. Our next step,
. -e.is to calculate, on a point-by-point basis
.. .ame survey area, the “normal” surface
_-uyres (i.e., the temperatures that would be
. -3 under equilibrium conditions due to all
-mental causes other than abnormal heat
we accomplish this with a digital equilib-

- .riace temperature simulator model.

iy,

ing the "normal”’ surface temperature

oot 119724, b, ¢, d) has demonstrated the
»n of an equilibrium surface temperature
2w o predict, with reasonable accuracy,
-zoretical surface temperature for any given
he terrain. The precision of the model is
usted to a threshold of 1 mly - min™!
P HFUY and this threshold could be
i, Qutealt {1972b) has shown that
suffictently accurate to replicate sur-

4 with different types of terrain as
v airborne {r surveys.
{1972b) describes the mode! as follows:®

i

ief, the operation of the general sim-
is based upon the energy con-
tion equation which states that the
components of the energy budget (net
: on R, soil heat flux S, sensible heat
-y H, and latent heat flux L) must have a
crosum across a surface: ’ :

R+8S+H+L=0 H

In turn each of these terms is a complex
“nction of the environmental variables
~aeh specify the radiation and thermal
“toperties of the atmosphere and substrate
“edia. At any instant in time these com-
~onents may be represented as functions of
:limited set of environmental variables and
“nysical constants. These controlling varia-
s are listed with their notation in Table 1.

he components of the energy budget
~ Huations can then be written in terms of
£ ese variables and the surface temperature

. ; i) as
"3 CHFU = {pcal.em2.87' = 0.042 W.m-2,

“Bcprimcd by permission of the American Meteor-
#eal Society,
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R = f(LAT, DEC, D, R,
ALBEDO, W, P, TSKY, T)  (2)

If the assumption is made that the soil
temperature at the diurnal damping depth
is approximately equal to the mean air tem-
perature, then

S = f(GEC, GD, TA, T) &)

The turbulent transfer terms which are
corrected for stability using the Richardson
number may be expressed as

H = f(U, Z0O, P, TA, T), @)
L =f(U, ZO, P, RH, SRH, TA, T)  (5)

Table 1. Environmental input variables

Station pressure (P)

Latitude (LAT) ~ Mean air
Solar declination Temperature (T4)
(DEC) Mean Air _
Dust particles Relative humidity (RH)
em™3 (D) Mean wind speed (U/)
Orbital radius Soil thermal
vector (R) - diffusivity (GD)
Surface Albedo Soil volume
(ALBEDOQ) Heat capacity (GC)
Precipitable Surface roughness
water (W) length (Z0)
Sky radiant Soil surface
- temperature (TSKY) wetness (SRH)

Note that in all of the above equations
after specification of the input variables the
surface temperature is the only unknown.
The soil temperature profile is allowed to
evolve by calculating a finite-difference so-
lution from the preceding step. After the
new soil thermal profile 1s calculated, the
soil heat flux [equation (3)] is actually calcu-
lated from the uppermost soil temperature
level in place of TA.

At each step through the diurnal cycle the
solar radiation incident on a surface may be
calculated for a clear day by means of a
subroutine. Subroutines are also included
to calculate specific humidity gradients, to
fix the free air computation level, and to
correct the thermal properties of the atmo-
sphere for stability. ]

It is apparent that if a sequence of
guesses as to the value of the surface tem-
perature are entered into -the equation the
correct guess would bring the energy budget
equation [equation (1)} to zero: that cor-
rect guess would be termed the equilibrium
surface temperature. The equilibrium sur-
face temperature is that temperature guess
which produces a suitably small residual in
the energy budget equation (e.g., | mly
min~*). Then all the components of the en-
ergy transfer regime (R, S, H, L) and the
soil temperature vector are equally good
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guesses, and the next iteration begins witha
forward solution of the finite-difference
form of the soil thermal diffusion equation.

The output of this model is the absolute tem-
perature as a function of solar time for each sur-
vey point. It can be seen that if the theoretical
point-by-point temperatures as computed from
the above model are subtracted appropriately
from the temperature data array that would be
generated from the procedures previously de-
scribed. the residual should be the thermal anom-
aly field sought. '

ANALYSIS OF PRELIMINARY FIELD DATA

On 11 October 1972, soil moisture data were
collected along a 7 km line near Scipio Center,
New York, while concurrent 4.5-5.5 pm airborne
ir data were recorded at an altitude of 2000 m
above mean sea level (Peck et al., 1972). These
data, along with simultaneous multiband photo-
graphs, were gathered by the National Oceanic
and Atmospheric Administration in conjunction
with the International Field Year for the Great
Lakes program. These data, recorded over an area
presumed to have no abnormal heat flow, were
used to make a preliminary test of our theoretical
approach to airborne surface temperature mea-
surements discussed above. Adequate informa-
tion derived from these measurements, from local
National Weather Service records, and from the
literature permit obtaining the arguments out-
lined in Table | needed to evaluate the surface
temperature simulator.

Data collection

A Daedalus Enterprises Dual Channel Scanner,
model DS 1230, was used to gather simultaneously
the 4.5-5.5 um and 8-12 um data.* The flight line
(no. 1.1) was flown in a north-south direction over
the study profile line. The profile line parallels
Skillet Road and is offset 300 m (£25 m) to the
east of it (Figure 1). The airborne data were gath-
ered at an altitude of 1700 m above mean terrain
on 11 October 1972 at 1527 hours local solar time
{1519 hours local mean time (EST)].

The weather was sunny with high cirrus and
scattered altocumulus clouds and 20-mile visibil-
itv. The ambient air temperature was 11°Cat im
above the ground surface. The mean wind speed
was 10 knots. Soil samples were taken from 10 cm
beneath the surface by auger. The soil moisture

s Mean values, i.e., 5 um and 10 um will be used for
simplicity in the discussion that follows.

percent by weight in each core sample was dere.
mined later. A general description of the vegers..
tion was made at each soil sampling site. Sp;qﬁ.;
soil data were not collected, but general desciis.
tions can be obtained from Soil Conservation
Service maps. .

The ir data were recorded simultaneously in 1a¢
5 and 10 pm wavelengths on magnetic tape. Cali.
brated digitized images were then prepared.’ The
quantitative ““Digicolor” format presents the rad:.
ant emittance data as six discrete levels, each levei
corresponding essentially to a 1°F (= 0.6°Cy
change of blackbody temperature from 53°F 1
59°F (11.7°C-15.0°C). The calibration is estab-
fished by two blackbody reference sources that are
an integral part of the IR scanner used for this
work: The blackbody reference sources are
adusted so as to straddle the radiant temperature
values observed in the given airborne mission. For
the Scipio Center flight line, reference values of
10°C and 20°C were used. The blackbody refer-
ence sources are calibrated in the laboratory be-
fore each mission by scanning, in the 10 pm range.
a water bath® | m from the scanner. The temper--
ature of the water bath is varied from 5°C to 40°C
in 2 degree steps. The radiant emittance data re-
corded by the scanner can, therefore, be divided
into discrete levels corresponding to calibrated-
blackbody temperatures. This does not imply that
these are the exact or directly measurable ground
surface temperatures, but rather the radiant
ground surface temperatures modified by (a) the:
surface emissivity, (b) the absorption and reemis-
sion of the intervening air column between the:
scanner and the ground, and (c) the sky radiation
reflected from the ground. These effects must be
corrected as discussed above.

Quantifying the calibrated Digicolor images

The calibrated radiant emittance data are pre-
sented as images on 70 mm color film (Figure 2).
Each 1°F (0.6°C) level of radiant temperature
from 53°F (11.7°C) to 59°F (15.0°C) is displayed
in a different color. Everything lower than 53°F
(11.7°C) is black and everything higher than 59°F
(15.0°C) is white. The 70 mm Digicolor film strips
for both the 5 pm and 10 pm wavelengths were
optically enlarged to convenient dimensions anc
the soil profile line was overlain on the imagery
The radiant temperature values along the profile
{inewere then recorded.

s Digicotor Images by Daedalus Enterprises, Inc. pre

sented on 70 mm color film. .
¢ The water is presumed to have an emissivity e of 1
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ort our theory is taken over an area
2. In a typical regional geophysical
2 of this size would generally con-
few data points representing in-
he field around them. Since a cluster
ique divided our 38 data samples
=al terrain groups (group 1 having
vegetation, group 2 having live
chack et al, 1975), we elected to
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Radiant temperature data corrections

Emissivity corrections can be directly estimated
when the emissivity ratio {in this case €,/€;) is
constant. From equation (9) we obtain the fol-
lowing:

10
(”]:‘—0> = keyo & €0, (15)

Ts

where k is a constant.

Then, using equation (15) we determine surface
emissivity values at 18 locations in group I and 16
locations in group 2. The constant of proportion-
ality & for these two groups was determined from
published data. The mean value of e,, for 11 vege-
tation types (Table 1) cited by Wolfe (1965) is
equal to 0.935. We assumed ¢, for our data
groups had the same mean value, and obtained
the following equations from which the emissivity
values were determined.

Group |
10
€0 = .9593(%) . (16)
Group 2
10
€0 — .9582(’?’9) . (17)

The emissivity values for each location along with

Table 2. Group !1—temperature data for dry vegetation-covered areas.

Soil (.3228) (l — em) )
moisture, 7, T. €10 ® €10 x 7 T
o percent K K €10 (T — 277.0) (T — 260.7) K K
38.1 292.5 290.2 939 35 1.7 2879 287.3
36.6 292.7 293.0 914 35 2.4 288.2 286.8
h 34.9 293.0 291.4 907 35 2.7 288.4 286.8
: 326 292.5 293.1 939 35 1.7 2879 287.3
- 318 293.2 2904 934 37 1.9 288.4 287.6
- 318 292.5 289.8 939 3.5 1.7 287.9 287.3
318 292.3 2929 .924° 34 2.1 287.9 286.8
317 293.0 291.2 907 35 2.7 288.4 286.8
315 v 291.0 289.9 939 32 1.6 286.8 286.2
28.8 292.5 290.0 939 3.5 1.7 287.9 2873
28.6 291.0 2929 939 3.2 1.6 286.8 286.2
28.5 291.5 293.5 924 3.2 2.1 287.3 286.2
27.8 291.0 292.5 939 3.2 1.6 286.8 286.2
254 291.0 289.9 939 3.2 1.6 286.8 286.2
244 2915 292.7 924 32 2.1 287.3 286.2
23.6 291.8 293.5 942 34 1.6 287.3 286.8
20.5 290.7 292.4 997 33 0.1 286.2 287.3
16.4 290.2 294.3 942 3.0 1.5 286.2 285.7
“alue 29.2 291.88 291.87 935 34 1.8 287.47 286.72
“ition 55 {.51 019 0.2 0.6 0.53
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Table 3. Group 2—temperature data for green vegetation-covered areas.

Soil (ﬁlﬁ_) x (L:_e_u) x
moisture, Ts T. €10 €10 Ts Tio
Location percent K K €50 (T — 277.0) (7T, — 260.7) K K
41al 46.3 293.0 290.0 913 35 2.5 288.4 2870
I-1 43.6 291.8 289.3 942 34 1.6 287.3 286.8
4-1a 38.0 292.5 291.4 939 3.5 1.7 286.5 286.2
1-2 342 290.7 289.9 948 3.1 14 286.5 286.2
2-6 34,1 290.7 292.6 948 3.1 1.4 286.5 286.2
{-4 334 290.8 291.8 922 3.0 2.1 286.8 285.7
3-1 32.8 291.6 2934 922 3.2 2.2 287.3 286.2
3-8 29.2 292.5 290.8 939 35 1.7 2879 2873
4-1b 29.2 291.5 293.2 912 32 24 287.3 285.9
3-11a 28.9 291.6 291.8 9 3.2 2.2 287.3 286.2
3-7 28.0 292.5 2933 929 3.5 2.0 287.9 2870
3-11 28.0 290.3 290.7 948 3.0 14 286.2 2859
3-10 27.5 2925 2929 929 35 20 2879 2870
2.5 26.4 2894 291.6 967 29 0.8 286.2 285.7
2-1a 26.4 2913 2910 932 32 19 287.0 286.2
23 209 2907 2920 948 EXS 14 286.5 286.2
Mean value 31.7 291.46 291.61 935 3.2 1.8 287.18 286.42
Standard
deviation 64 0.99 1.27 014 0.2 0.4 0.67 0.53
the soil moisture, the radiant temperatures, the . I — €
blackbody temperatures and the calculated ““nor- + (_—e — (T — T,). (13
in

mal” temperatures are listed in Table 2 (for the
group | data)and Table 3 (for the group 2 data).

Whereas the published data for ¢, ranged from
G.88 to 0.97 and had a standard deviation of
(.028, our data ranged from 0.907 to 0.997 with a
standard deviation of 0.019 (for group 1) and
from 0.912 to 0.967 with a standard deviation of
0.014 (for group 2). The emissivities that we have
derived based on (a) the calibrated radiant tem-
perature values, (b) the power law thermal model,
and (c) the assumption of a mean value for ¢,
equal to 0.935, appear to be in agreement with
measurements made by Hodder (personal com-
munication, 1974). They have a slightly lower av-
erage emissivity than the value 0.963, calculated
from the data taken by Gates and Tantraporn
(1952). Without field measurements of the emis-
sivities at specific locations, the possibility exists
that the mean emissivity value at 10 wn may be as
miuch as 3 percent higher.

Corrections for the atmospheric column. equa-
tion (14), embodies the analytical technique that
we use to obtain the true surface temperature at
each point, Rewriting this equation gives us the
difference between the surface blackbody temper-
ature T, for the vegetated terrain and the mea-
sured radiant temperature 7y, given by the cali-
brated radiant temperature T, in our experiment:

1 4
Tb"“ TIQ%“"(W”)

€10

The first term on the right-hand side character
izes the temperature correction for the intervening
atmospheric air path. According to the empirica
results of Weiss (1971), the temperature decreas
(T — 7,) for an air column of 1700 m is 9.73°C
Consequently we let 7, = 277.0 K- which is 9.73°C
lower than the mean value of T, (for group 1)
The absorption coeificient 4, was determined t
be 0.244, based on the empirical results reported
by Saunders (1970) corrected to meet the condi
tions of our experiment. The coeflicient 4,,, whic
depends on atmospheric absorption and reemis
sion, is a function of the water vapor mixing ratio
‘which we took as 3.5 gm/kg for a refative humid
ity of 48 percent. Given a 300 m path, Saunder:
(1970) computes the effective absorption 4, a
0.082 for this mixing ratio. We corrected (linearly
for a path of 1700 m, and reduced the coeflicien
to compensate for our experimental filter, whicl
had a narrower detection band (about 8-12 un
compared to the 8-15um used by Saunders). Th
latter effect reduces the value of 4,, by a factoro
about 1.9 or less, based on the results of studie
made by Weiss (1971). We believe the value taket
for A, based on simplified assumptions for th
longer column of air and for the different detec
tion filter, could be as much as 20 percent highe
than the value used in our calculations. Withou
field measurements to verify this atmospheric pa
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-maer, we must include this possibility in our
-equen: discussion of errors.

ii¢second term on the right-hand side of equa-
“~t18) characterizes the temperature correction
“he reflected sky radiation from a nonblack
~Uxe. The average sky temperature, contrib-
" -T2 o this effect Ty, was taken at 260.7 K to
“asent the conditions during the survey.

LT

vorrected surface temperature data

Ysummary of the data and temperature correc-
- s is given in Tables 3 and 4. The location of
ieve the value takes < data positions, the percentage soil moisture,
issuraptions for 1% i “arrected surface temperature, and the calcu-
the different W <ol surfyce temperature (discussed below) are
1s 20 percent !ng}wf ; CSin the first four columns. Also included are
l(fulutlons- Wx'tk@?% T emissivity values e, calculated from equations
his atmosphele PE 2 and (17) and the temperature corrections for

the atmospheric path and the reflected sky radi-
ation from equation (18). The uncorrected radiant
temperatures at 5 ym and 10 pm are given for
purposes of comparison. The mean value and
standard deviation are calculated for each of these
parameters.

We note surprisingly good ngr;:emem between
the correct mean experimental surface temper-
ature T, and the calculated mean surface temper-
ature T,, based on our model that is discussed
below. For group | (dry vegetation), the experi-
mental value for the mean is 0.01 K higher than
the calculated value; for group 2 (green vegeta-
tion), the experimental value is 0.15 K lower than
the calculated value.

The standard deviations calculated from the
data are for each measurement somewhat less
than the corresponding standard deviations based
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on our model. There are two known effects which
would contribute to this. First, the dispersion as-
sociated with partitioning the calibrated radiant
temperature data into discrete temperatures, each
separated by about 0.6 K, does not reflect the
natural dispersion. Second, the surfaces with
lower than average emissivities cool less efficiently
since they radiate less efficiently. Hence, they are
apt to be at a higher temperature. Conversely,
surfaces with higher than average emissivities tend
to be at a lower temperature. In each case the
radiated signal, determined by a lower emissivity
at a higher temperature or a higher emissivity at a
lower temperature, has less dispersion than that of
the surface temperature. The corrections which
we made for the emissivities ¢, tend to increase
the dispersion, but not to the extent calculated by
our model. .

It is also interesting to note how the reflected
sky radiation and the intervening atmospheric
radiation affect the radiant temperature measure-
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ments. The reflected sky radiation increases |
detectable radiation, thus compensating for 1
nonblack surface with a larger effect for surfa

- with lower emissivities, and thus masking the

fect of emissivity variations. The atmospheric ¢
umn introduces an error between the surface te
perature and the measured temperature th
increases approximately linearly with altitu
based on the experimental studies of Weiss (197]

Errors associated with the corrected temperature
data

The effect of increasing the mean emissivi
from 0.935 to 0.965 (by 3 percent) would decrea;
the temperature correction terms in equation (1
by about 1.0 K. If the higher mean value for ¢,
used together with an absorption coefficient 4
0.293 (20 percent higher than the value used), t}
two effects compensate for each other, and t}
resulting temperature correction is within 0.1K «
the values calculated in Tables 3 and 4. Erro

.25 .50 .75

DIFFUSIVITY ( x 10 % cm/sec)
FiG. 4. Soil thermal diffusivity versus soil moisture.
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. with a £10 K uncertainty in the aver-
N‘.v.:cmpcruture introduce a +0.7 K uncer-
" e correction for reflected sky radiation.

...+ =2 K uncertainty in the temperature
" ay the air column introduces a £0.7 K

. for the associated correction term.

-rars of a random nature associated with
".‘1yuxxmc11tation range from 0.25 to 0.50 K.
.. overall experimental uncertainties asso-
o these effects, added in quadrature,

~ about T K.

_mparize, uncertain atmospheric condi-
. uid introduce systematic errors of =1 K.
-yral temperature variations (as shown by
.-3ard deviations computed in Tables 3 and

y ¢« -1 K. However, if the mean temperature ‘
Table 4. Continued.
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were based on 100 vegetated terrain groups in-
stead of 2 (each with about 20 temperature meas-
urements), the mean temperature could be esti-
mated with a precision of +0.1 K.

This approach was used to evaluate temper-

Table 4. Input meterological modeling data to QOutcalt
model, Octoher 11, 1972.*

Latitude 42.8°

Solar declination —64°

Orbital radius vector 9982

Dust I particle/cc

Station pressure 1018 mb
Precipitable water 9 mm

Mean diurnal temperature 9.5°C

Air humidity fraction 48

Air wind velocity 447 cm/sec (10 mph)

* The last five values are 24-hour mean values.

i.:‘zsurcd soil moisture by weight. .
“\posure 0° = south increases to 180° in both east and west directions, positive when directed west of south.

Soil Soil
ditusivity  heat Xw Soil
ihyvol)  capacity  vol of wet Emis- Surface
cmtisec cal em™® H,0, fraction* sivity, Albedo, roughness  Ex- Slope,
- 10°* C-'  percent percent €lo Points  percent Z,cm posure** percent
wid 70 .66 42 334 .94 1-R180-4 20 2 0 -0
P8 53 29 23.6 .94 3 Is 9 0 0
R Y4 .68 44 34.2 .94 2 20 4 0 0
P63 31 57 43.6 94 115 7 0 0
ey 75 60 36 28.6 .94 2-R180-6A 15 9 0 0
6o A9 68 44 34.1 .94 6 18 4 0 0
R 37 3 26.4 .94 5 2 2 0 0
159 44 20 16.4 .93 4 20 7 0 0
Pooxs .30 25 209 .94 3 20 2 0 0
280 62 31 244 93 2 20 2 0 0
83 .36 26 20.5 93 1 18 2 0 5
voT? 57 33 264 .93 1A 15 12 180(N) 6
75 .60 36 28.0 94 3-R180-11 22 3 I35(NWyY 1S
75 50 36 28.0 93 1HA 18 7 180(N) 6
675 59 35 27.5 .93 10 22 8 13I5(NW) L5
v 36 .56 32 25.4 .94 9 18 12 135 1.5
s 72 .63 39 29.2 .94 g8 20 4 1335 1.5
R A .60 36 28.0 93 7 18 8 135 1.5
LobA 83 .51 27 21.6 95 inshade 6A 18 70 135 1.5
“_f‘}>b 68 .69 45 353 .92 notused >6 I8 70 135 1.5
TR 10 .64 40 315 94 5 12 9 135 1.5
470 64 40 317 92 4 15 9 135 4
36s .70 46 36.6 .92 3 18 9 135 4
i .64 40 31.8 93 2 n 9 135 4
.70 .65 41 32.8 93 I 22 4 135 4
N-IA 65 73 49 38.0 .94 4-R180-1A 20 .Y 135 2
Al 75 .59 35 46.3 92 1Al 20 7 135 2
1B 75 .61 37 29.2 92 1B 22 1.0 135 2
25 .59 35 27.8 .94 2 18 1135 2
s .60 36 28.5 93 3 18 9 135 5
) .60 36 28.8 94 4 12 12 135 5
385 .50 26 20.1 93 5 12 6 135 5
6 .70 .64 40 318 .93 6, 20 .1 180(N) i
Riso-1 65 73 49 38.1 .94 5-R180-1 12 7 180 1
1B 67 .69 45 349 92 1B 13 9 180 1
2070 .64 40 318 .94 2 13 9 180 i
30 64 41 32.6 94 3o 7 180 1
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ature variations associated with changing eleva--

tions (Del Grande, 1975) as shown in Figure 3.
The data analyzed were based on the Scipio Cen-
ter survey discussed in this paper. Del Grande
discerned the temperature rise from 292,1 £0.1 K
to 292.3 4+ 0.1 K at the 290 m elevation, over that
at the 370 m elevation, this 0.2 £ 0.1 K mean
temperature difference, found at topographic ele-
vations differing by 80 m, resulted mainly from
the expected temperature drop with increasing al-
titude modified by vegetation and surface mois-
ture differences. Whereas midafternoon temper-
atures for localized sites smaller than 300 m?
varied as much as | or 2 K from the mean temper-
ature averaged over a larger area (for example
about 100,000 m?), the standard errors of the
mean temperatures for areas of 70,000 and
160,000 m? were on the order of 0.1 K. A similar
temperature difference of 0.2 0.1 K would be

produced by a conductive heat flow intensity of 30

+ 15 HFU. This is lower than the estimated heat
flow threshold of 75 HFU believed realistic by
some scientists (e.g., Watson, 1974). We believe as
a result of the recent studies that it is feasible to
identify conductive heat flows of 30 + 15 HFU or
lower, : '

COMPUTATION OF “NORMAL”
TEMPERATURES

Using the surface temperature simulation
model outlined above and described in detail by
OGutcalt (1972a), we have computed the “normal™
temperatures that would be theoretically expected
at each of the sample locations shown in Figure I,
providing there is no anomalous heat flow.

Estimation of surface environmental parameters

The soil thermal diffusivity was estimated from
Figure 4 which was constructed from published
data (Baver, 1972; Van Wijk, 1966). The soil vol-
umetric heat capacity (C) was estimated assuming
a volumetric mineral fraction (X,,) of 0.47 and a
volume fraction of organic matter (X,) of 0.04,
and a variable water content (X,), assuming a 49
percent porosity by volume. The relationship used
is described in Van Wijk (1966) by De Vries and
presented here as:

C = 46 xp + 0.6 X, + x, cal com—5C1. (19)

The volume fraction was calculated from field
data assuming a bulk density of 1.3 gm/cc.

The soil wet fraction or surface relative humid-
ity fraction was used synonymously with soil
moisture percent (by weight) that was determined

LeSchack and Del Grande

by laboratory analysis from samples collected :
the field at the time of the experiment. The the;
mal radiation emissivity.was determined by meth
ods outlined above. Solar albedo was estimata
for the field sites from published data (Chang
1968; Kondratyev, 1969). Aerodynamic suriye
roughness was estimated using an empirical rela
tionship developed_ by Kung and Lettau (s
Chang, 1968). Slope and exposure were collecte
directly from the 7% minute U.S.G.S. quadrane},
of Scipio Center, N.Y. The solar declination a;n
radius vector were obtained from List (1966). \ﬂ
24-hour mean meteorological data were calcy
lated from raw data observed at the first orde
NOAA/NWS station at Syracuse, N.Y.

Simulation results

The Outcalt model was evaluated using the in
put variables listed in Table 4. A preliminar
value of emissivity €', estimated from the liter
ature, was used in conjunction with the othe
listed variables to develop a raw, simulated gray
body surface temperature for each site location
Since the model simulates surface temperatur
values on integral hours (solar time), we com
puted simulated temperatures for 1500 and 1601
hours and linearly interpolated surface temper
ature values for 1527 hours solar time (the calc:
lated solar time corresponding to a flight time -
1519 hours local standard mean time for Scipi
Center on that date). As our analysis progresseu
however, we felt that it would be valuable t
convert the previously simulated graybody tem
peratures to blackbody temperatures so that the
could be directly compared with the observed ans
corrected blackbody temperatures 7T, listed i
Tables 2 and 3. To avoid having to recompute a
the simulated temperatures so derived, each gray
body temperature was multiplied by (¢!74/¢ — 1
to obtain the surface blackbody temperatures
These simulated blackbody temperatures T, ar
listed in Tables 2 and 3.

When these simulated surface temperatures 7,
are compared with the observed and correctec
temperatures 7, for the two groups, we can sec
that, given a modest number of samples, the
model appears to simulate very well the mear
observed temperatures for each group as shown ir
Tables 3 and 4, : '

Errors associated with preparing a residual
anomaly map )

We have discussed above the errors associatec
with the corrected surface temperature data




there are also errors that must be con-
a1 are associated with the resuits simu-
“7" e Outcalt model. This is illustrated by
.1t an overall one-to-one correlation

. A'...\‘p;cr\ ed and simulated temperature data
“ne - " e two terrain groups is not observed.
. of correlation may be due in part to
. dara corrections discussed above, to lack
ent of the model, or more probably, to
- the input variables that were used by the
. Values for many of the input variables had
om List (1%%;%} stimated from the Iiterature,‘ since these
data were {M s . -id not been .measur‘ed at the time of over-
=d at the fira M . In an operational situation, however, they
use, N.Y. . - . & e measured without much difficulty, and,
L id input data are available, the model

. wi to simulate surface temperatures
.wred during the night by an ir scanner)

SAMpley “ollernng o
Periment. §u, am
CLErMined &y m@{

bedo
i i R

_o-02K 1Outcalt 1972b). Unfortunately, lack-
«h input data measurements, there is no
- .- of estimating the spread of errors asso-
_:iwith the temperatures simulated in the
-¢wt wark, We recognize that the closeness of
. ~ean smulated values to the mean observed
0.01 and 0.15 X, may be fortuitous,
S ant error about these values can be
;gcd surface temow. . : on our analvsis of errors. However,
olar time (the caioue % that it is meaningful that a Student
2 10 a flight lime x i —; Test applied 1o data from both groups
ean time for Scgsan o> that the hypothesis that the observed and
analysis progresms. -Laee temperatures statistically come from
suld be valuzbee 3 e pulation, can be accepted at the 95
ated graybody s | o dence jevel. This implies that, at least
cratures so that deee . . stativical basis, the “normal” temperature
ith the observed ang ¢ . e« computed by the Outcalt model can be
E};urcs T,, listed # - -pured with the observed values to derive a
ng to recomputesdi - - dual unomaly map. It seems likely that as we
 derived, each grag- :more observed values and simulate more sur-
lied by (¢33 = 3} | .xtemperatures that match the geographic posi-
body  temperatures, s of the observed data, the significant error in
emperatures T, &% | = group of values will be reduced. It also ap-
- s from our limited data that as the number of
~ae from both the observed and simulated pop-
ved and correeted . .tons increases, the means of these populations
3roups, we can s& ;¢ lconverge, Whether this will prove to be the
t of samples, ¥€ . <asmore data are recorded and analyzed, and
ery well the mea® . “e simulations are run, has yet to be deter-
group asshowa s & “sed Accordingly, we think that the method-
-+ ®v discussed shows promise and considerably
=:ter field and modeling efforts are warranted.

A T B -

ce temperatures &

a residual
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SUMMARY AND CONCLUSIONS

Our results suggest a way of utilizing ir data as

: errors associated
emperature dat%.
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a geophysical tool instead of a medium amenable
only to photointerpretation, as is most commonly
done. To do this, numerous complicating factors
must be removed, i.e., the effects of surface emis-
sivity, soil composition and soil moisture, topog-
raphy, hydrology, and meteorological conditions.
which can completely mask the temperature ef-
fects sought. The techniques developed herein ap-
pear to be useful in making the needed corrections
to raw ir data, thus permitting the isolation of the
true temperature anomalies sought. The steps re-
quired to accomplish this are as follows:

1) Reduce the effect of emissivity. If the emis-
sivity ratio is constant, as appeared to be the
case where the terrain had vegetative cover,
equation (6) suggests that the signal ratio
(Ws/Wio)V2 = (es/e10)V*T, can be used to
determine the surface temperature.

2) Once the effects of emissivity have been re-
moved from the signal, the corrections for me-
teorological, topographical, and ground sur-
face conditions can be applied by simulating
the “normal” surface temperatures that would
be expected at each point on this terrain at the
time of data collection. The residual between
the observed surface temperatures and the
temperatures simulated by the mode! can then
be attributed to the anomalous conditions
sought.

As an example of this, we observed that for the
18 points belonging to group 1, the mean of the
simulated temperatures were essentially equal to
the mean of the associated 18 observed temper-
ature values, and that for the 16 group 2 values
the difference was 0.1°C. Moreover, the simulated
and the observed temperatures appear to come
from the same population. This suggests to us that
with a sufficiently large number of data samples
recorded by airborne means, and taken within a
nominal area of perhaps 500 m on a side, the
means of the simulated temperatures can be made
to converge on the means of the observed (and
corrected) temperature values such that a true
surface temperature contour map could be con-
structed. The construction of such a map implies
that data values will be sufficiently far apart so
that the usual photograph-like surface detail will
be deliberately averaged out to produce a temper-
ature map representing a large area. If all correc-
tions have been made properly such that the sig-
nificant error is small, and there is no abnormal
heat flow in the area owing to near-surface geo-
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logic processes, then the residual between the ob-
served and simulated data will approach zero.
Where temperature residuals are not zero and
meaningful geologic patterns can be interpreted
from the residual anomaly maps, the results of
our methodology suggest a potential new tech-
nique for geophysical exploration.
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APPENDIX
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.ed by an airborne ir scanning system.
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exp (—¥)

"« equation expresses W, as follows:
W= e, CA*[exp(C/AT) —1]7" A-1 1 — exp (—)
C o . X in a bi i ies.
curface emissivity at a given wavelength A, can be expanded in 2 inomial series. as
37414 X 108 W/m? . pmd, L
| 4388 X 10° um - K, exp ZO exp (—my)
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Equation (A-9) is a complete expansion of Planck’s
equation. However, it is unwieldy to evaluate for
our emissivity ratio analysis.

Accordingly, we have derived an approxima-
tion of equation (A-9) that considerably simplifies
the mathematics. Differentiating equation (A-1)
with respect to 7 and holding A constant, we
obtain

dW, = C\°

‘(Cz/}\T?) exp (C./AT)
(exp (Co/NT) — 1)°

dT.  (A-10)

Dividing equation (A-10) by Wy, we obtain

dWs  (C:/AT?) exp (C./AT)

W~ lexo @D — 11 ¢ &ID
or

d W

7N INT

= @D

[__szp_(LZAD_.] I (A1)
exp (Co/ANT) — 11 T ‘

The bracketed term, by multiplying and dividing
by exp (— C/AT). can be rewritten

1
[1 — exp (—Cz/'f\T)] ’

which is of the form /1 — x, where x = exp
(—Co/AT). 1t therefore can be expressed as a bino-
mial expansion of the form

il Tk o i MR PIE
as long as exp(—C/AT) < 1. This will be the case
for the wavelengths of interest in this work. With
the nominal temperature of 15°C or 288 K (re-
corded at the time of the field study) and for data
recorded in wavelengths less than 15 um, the
bracketed term is approximately equal to unity,
this is because the second and higher order terms
of the expansion are much less than 1.

Accordingly, Equation (1-12) can be expressed as

aw, _ G dT’ (A-13)
Wy AT T
Since by definition, dWy/ W\ = din W), and dT/T
= din T, for small temperature excursions less
than +5 K from T, where T = T, (1 £ AT/T,) =
T,, integrating equation (A-13) becomes:

WA T) C 1 il
2

= , >
Wa(Te) A [ITa

i

In W, (A-14)

_nz@__g(_l___z.)

@y AT T T,
__gz_;(zg _ ) i
AT 1/, (A-15
whence

W(T) = Wi(T,) exp (-;-“’ - 1)
. C2
-(-m) (A-1¢
~Ca/XTF
= Wx(To)[exp (—;9 - 1)]
‘ (A-1]

Since 7T is near Ty, (To/T — 1) is small, and
may expand the exponential obtaining

w\(T) ,
T ~C2/ATo
= Wx(To)[l + (~T9 - 1)] . (A
T ~C2/KT>
= W)\(To)(}’-ﬁ)
T JeanTe .
= Wx(To)[—fu] . (A-]
W(To) \
- To‘cz/u'o)‘T(CZI " (A~

= CUT)T N « T, (A

For C, = 14,388 ym - K and a nominal value
T, = 288 K, C./T = 49.96, equation {21) can
closely approximated by

IV}\ X €x TSO")‘. (A-

We have computed the difference for a change
W, from T = 288 K to T = 289 K by evaluat
equation (A-9), the complete expansion
Planck’s equation, and Equation (A-22). C
paring the results, we found that for the wz
lengths of interest to us (i.e., between 3 pm anc
um), equation (A-22) introduces an error of
more than + 0.04 percent. From the above,
have derived a convenient expression relating
radiant emittance sensed by a typical ir scanne
the absolute surface temperature raised to
power of 50/A. This power law thermal mq
becomes an extremely useful mechanism for
hancing cither the effects of emissivity or of
face temperature.




