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ABSTRACT

The principles, practice, applications, and Timitations of the
resistivity, induced polarization, electromagnetic, self-potential,
gravity, magnetic, gamma-ray spectrometric, well logging, borehole
gecphysics, and seismic exploration methods are reviewed in relation to the
search for ore deposits.

The resistivity, induced polarization, and
electromagnetic methods are each benafitting from increased bandwidth,
higher signal-to-noise ratic achievable with in-field digital processing,
improved transmitter-receiver geometries, and improved methods of
interpretation obtained mostly by expensive and sophisticated numerical
modeling. The self-potential method has benefitted from improved electrode
preparation coupled with improved understanding of the principles
underlying the method. The gravity and magnetic methods have benefitted
mostly from higher instrumental sensitivity but also from improved methods
of numerical modeling.

The full spectrum, fully-calibrated, approach to gamma-ray
spectrometry has led to capabilities for airborne geological mapping and
airbarne equivaient chemical assaying for uranium and thorium to an
accuracy of order 1 ppm and for potassium to an accuracy of order 1
narcent.

Borehole logging via passive and active radfioactive methods permits
down-hole chemical assaying without sample retrieval. Electrical,
magnetic, porosity, and density }ogéing is proving extremely useful in

downhole Tithologic and ore deposit identification. The use of vorehole



gaophysics can expand the useful radius of & borehole to 100 m or more.
High resoluticn seismic methods, only just entering ore deposits

search, are capable of mapping ore horizons, faults, and structure,



SECTION 1 - INTRODUCTION

"For any new development in geophysical methodology to impact an
exploration system, it must be made within a framework of improving
efficiency or cost-effectiveness of that system” {(Ward, 1972). An
exploration system is a rational integration of the various geological,
gecchemical, geophysical, econometric, and pilot plant mining and
metallurgical activities which culminate in a feasibility study which
triggers a decision to drop or to develop the prospect. Fiqure 1-1 is a
schematic presentation of a generalized exploration sequence or exploration
architecture, Usually, the Teast expensive methodologies are used first,
and the most expensive methodciogies used Tast in the exploration
architecture. At any given time, the ability of a particular geological,
geochemical, or geophysical methodology to provide information in a
cost-effectfve manner will dictate its inclusion in, or exclusion from, the
afchitecture syited to a particular expleration problem. UYsually, but not
always, specific architecture is designed to find a particular ore generic
type, but the architecture must also take intoc account physiographic,
weathering, logistical, political, legal, economical, and other factors.

In ore deposits exploration in Australia, the great depth of
weathering is of paramount importance in developing exploration
architecture almost regardless of generic metallic mineral type; iron ore
is an exception. In exploration for uranium either in the Athabasca basin
in Canada or in the Pine Creek Geosyncline in Australia, a great depth of
1neft overlying sandstone dictates the approach used to exploration

architecture. As exploration for ore deposits trends toward deeper and/or
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lower gradé targets, sophistication in exploration methodology becomes
necessary. Thus, today, one finds micro-computers in the field for data
acquisition, processing, and first-cut interpretation for most geophysical
methodologies.

Despite the sophistication of geophysical methods used in today's
search for ore deposits, many probliems face the practioners of these
methods. In the ensuing pages we have attempted to describe the
geophysical methods currently used in the search for ore deposits, to
identify problems currently encountered in use of them, to indicate via
case histories the nature of these problems, to indicate current
state-of-the art means of attacking these problems, and finally, to
forecast the future direction of solutions to these problems. Throughout
the following discourse, the authors have directed their comments to those
most often responsibie for exploration decisions, the economic geologists.

At the December, 1976 NSF workshop on "Geophysics Applied to Detection
and Delineation of Non-energy Non-renewable Resources” (Ward et al., 1977),
the participants concluded that seven research items warranted highest
priorities:

1) establish several geoscience test sites where research can be

carried out and where new equipment may be evaluated,

2) expand research on modeling of resistivity, induced polarization,

and electromagnhetic methods,

3) expand development of broadband induced polarization and

giectromagnetic methods,

4) expand development of nuclear borehole technology,

5) investigate applications of high-resolution seismic methods in



mining exploration and exploitation,

6) investigate a systems approach to application of muitiple bore-
hole methods in mining exploration, and

7} disseminate more a) case histories, b) translations of pertinent
foreign literature, and c) computer programs relating to forward
and inverse algorithms especially for electrical methods.

The authors of the present article c¢an find no reason to differ with

these research priorities; the number of pages herein devoted to each of

the methods more or less reflects them.

References:
Ward, S. H., 1972, Mining geophysics - new techniques and concepts,

Mining Congress Journal, v. 58, p. 58-68,

Ward, S. H., Campbell, R. E., Corbett, J. D., Hohmann, G. W., Moss, C. K.,
and Wright, P. M., 1977, The frontiers of mining geophysics,

Geophysics, v. 42(4), p. 878-886,



SECTIONW 2 -ELECTRICAL METHODS

Introduction

Basie prineiples

A1l electrical geophysical methods involve the measurement of an
impedance, with subsequent interpretation in tarms of the subsurface
etectrical properties and, in turn, the subsurface geoloqy. Basically an
impedance is the ratioc of the response or anomaly (output) to the
excitation {input}. In resistivity and induced polarization (IP} the input
is a current injected into the ground between two electrodes, while the
output is a voltage measuraed hetween two.other electrodes. In
alectromagnetics (EM) the input might be a current through a coil of wire
and the output is the voitage induced in another coil of wire.

In frequency domain impedance measurements, the input current is a
sine wave at a particular frequency. The output also is a sine wave, as
shown in Figure 2-1; its amplitude (A) and phase (¢) depend unon the earth
The frequency (f) of the sine wave is the inverse of the perfod {(T). In
general, the output is delayed by ¢ x T/2r seconds. Often it is
convenient to decompose the output wave into in-phase (real) and quadrature
(imaginary) components, as shown in Figure 2-1. If we denote their peak

amplitudes as R and I, respectively, then the amplitude and phase of the

output waveform are given by

YRZ + 12, 2-1

I=
"

and

Arctan (I/R}. 2-2

k=5
1]
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[mpedance also can be measuread in the ¢#ime domain, in which case the
current is periodically turned on and off, As shown in Fiqure 2-2, the
output is the voltage measured at various fimes when the transmitter
current is off. HNote that the input again is periodic, because
measurements must be made for several periods and added together to
eliminate noise. Time and frequency domain measursments are directly
retated through the Fourier transform, and in that sense, are equivalent.
However, in practice, each system has advantages and disadvantages, which
willbe elucidated later.

There are three basic modes of operation for any electrical method:
(1) sounding, (2) profiling, and (3) sounding-profiling. In sounding, the
transmitter-receiver separation is changed, or the frequency is changed,
and the results are interpreted in terms of a lavered earth. Because the
earth usually is not layered in mineral prospecting, sounding has little
application. In profiling, the transmitter or receiver, or both, are moved
along the earth teo detect anomalies. The most useful method is a
combination of sounding and profiling, which delineates structures with
both lateral and vertiéa] variations. :

Electrical methods have become more useful in recent years throuqgh
advances in both interpretation and instrumentation. Modern field
instruments are based on micro=computers. Processing the signails digitally
greatly increases the accuracy and, in fact, makes possible new types of
measuraments. Further, data reduction in the field results in more
raliable results and more cost-effective surveys. While the
state-of-the-art of digital instrumentation is an interesting and important

topic, because of the interasts of readers of this journal, we will

concentrate on applications and on recent advances in ihterpretatfon.



Plectrical proverties of rocks

Crustal rocks conduct electricity primarily via the movement of ions
through pore water, although semiconduction in minerals such as sulfides
and graphite sometimes contributes significantly. Semiconduction in
silicate minerals becomes important in the mantle due to the increased

temperature and partial melting.
An electrical current, [, is a flow of charge, measured by the rate at

which charge passes through a surface, _The current density, j, is a vector
having the direction of the flow of positive charge, and magnitude equal to
the currant per unit area through a surface normal to the current flow.
IOhm‘s law,

7=, (2-3)
relates the current density j-and electric field E through the conductivity o
which, basically, is a measure of the ability of rock to conduct
electricity. Assuming the current is conducted by N different ionic
species, the conductivity of water in the pore of a rock is given by

N .
Oy = 24 NiGiH1

i=]
whare ni is the density of ion species i, gy its charge, and pj its
mobility. The relation between the pore water conductivity (Gw) and the
rock conductivity {op} 1s given by Archie's Law,
cr = ow¢m 3 (2‘5)
where 3 is the fractional porosity and m is between 1.5 and 2.5. Ionic
conduction in rocks increases with increasing porosity, increasing

salinity, or increasing amounts of minerals exhibiting cation exchange.

Higher temperature increases jonic mobility up to a certain point, and



hence increases conductivity.

Electrical methods are important in mineral exploration because
measurements are directly affected by the high conductivity of
concentrations of semiconducting suifide minerals.

Resistivity, p, is the reciprocal of conductivity, o; it provides a
measure of resistance to current flow. [n the MKS system, the unit of o is
ohm-meter {Q-m), while the unit of o is mho/meter {(G/m).

Induced polarization in rocks is due to the accumulation of charge and
the generation of diffusion gradients (1)} where ionic conduction in
pore water changes to semi zonduction in metallic minerals, and (2} where
exchange cations, excess positive ions often from clays, alter the relative
currents carried by the positive and negative ions. The former i3 called
interfacial or electrode polarization, and the ltatter is called membrane
polarization.

A simple equivalent c¢ircuit for a small portion of a rock with these
effects is given in Figure 2-3. Although useful, the following
interpretation should not be taken too literally: R, represents the
resistivity of pores in the rock not involved with polarizable materials,
R, represents pores leading to polarizable zones, and Z, represents the
complex and frequency-dependent impedance of the polarizable zones. For
simple charge separation effects the polarization would be capacitive {Z4
1/iwC)) , and for simple diffusion effects the impedance is given by a
Warburg element (Z, = A /Yiw). In most rocks the polarizable zones can be
represented by Z;, = (iwX)=C, with ¢ in the range .2 to .6. The resistivity
of a rock is also frequency dependent and complex and is represented by

either its real and imaginary parts or more commonly by its amplitude and
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phase. Under these conditions, current flow in a rock will generate

voltage components in guadrature with the current,

dpplications

The introduction of [P in the late 1950's represented a major advance
in mining geophysics. For the first time it was possible to detect
disseminated sulfides directly, in concentrations less than 5 or 6 percent by
weight. Such low percentages of suifides do not appreciably alter the
resistivity, in view of the large variation in resistivity due tn porosity
and salinity changes, but they do produce the induced polarization
phengmenon.

EM methods respond only to large changes in resistivity. Hence their
primary domain is the detection of_massive sulfides, which are highly
conductive, at least when they have been wmetamorphuosed and the sulfides
remobilized and interconnected as in Precambrian rocks. Because arounded
glectrodes are not required, &M surveys qenerally are less expensive than
[P surveys. Furthermore, they can be carried out from the air. Many
massive sulfide ore bodies have been found by airborne £M since its
introduction in the early 1950's.

Interpretation

Interpretation of data is accomplished by estimating the parameters of
simplified modeis of the earth., The earth is far too compiex for its
alectrical response to be avaluated exactly, but the simplified model, if
it is close enough to reality, achieves the economic goal of identifyinn a
target for drilling.

The three basic types of simple interpretation models are illustrated



in Figure 2-4: one dimensicnal {1D-layered); two dimensional {2D-dbody
infinitely tong in one direction); and three dimensional (30}. Resistivity
is denoted by o and IP response by ¢. HModels can be made more complex by
including more layers in the 1D case and more bodies in the 2D and 3D
cases. Solutions for layered models have been available for many years;
they are analytic, consisting of integrals or summations. Evaluating the
response of a 20 or 3D model is much mare difficult, requiring
sophisticated mathematics. Such solutions have become possible only in the
last ten years, with the availability of large computers. Solutions are
achieved by approximating the relevant differential or integral equation.
There are four basic methods of interpreting data:

intuition,

comparison with simple numerical or scale models,

trial-and-error data fitting with complex numerical models, and

inversion.
Rudimentary interpretation by intuition is not sufficient for the subtle
signatures of the ore deposits that remain to be found. Catalogs of simpie
numerical models are essential for proper survey design, for rough field
interpretations, and for insight into more sophisticated interpretation
schemes., Trial and error data fitting with complex models is very usefui,
but those who have used it for 20 and 3D structures recognize the following
difficulties:

many options in selecting the initial model,

many time-consuming iterations,

many options in selecting the next model, and

no generation of a range of acceptable models.



[nversion, i.e., programming a computer to calculate a model based on
the data, has significantly enhanced the science of interpretation. It is
doubtful, however, that strictly automated inversion can be applied to
complete earths because of non-uniqueness, geological noise, and the large
computer time involved. Furthermore, good initial estimates of model
parameters are crucial for the success of inversion, but they are difficult
to obtain for compiex geology. Probably some combination of
trial-and-errgr fitting and inversign, call it interactive inversion, is

optimum.
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Resistivity and Induced Polarization Methods

Basic principvles

The resistivity and induced polarization methods are based on the
response of earth materials to the flow of current at low frequencies.
Strictly speaking the resistivity method is based on potential theory which
requires direct current, i.e. zero frequency, but noise and measurement
problems quickly lead to the use of low freguency alternating currents.
The induced polarization method on the other hand requires the use of
alternating current, because it is based on changes in resistivity as a
function of frequency. As the frequency increases to some critical
frequency f., determined by the resistivity (p} of the materials and the
scale size L of the measurement, electromagnetic coupiing between
transmitting and receiving circuits violates potential theory so that
electromagnetic theory is required.

For low frequencies where potential theory is applicable the voltage

(V) produced by a point source of current (I} on a homogeneous half-space

of resistivity p i3

ol 2-6
V= Zar (2-6)

where r is the distance from the point current source. For & qiven voitage

and current measurement, (2-6) can be solved for the rasistivity. In

actual practice, current is introduced through a pair of electrodes, and
the voltage difference (AV) is measured between another pair. For a

homogeneous earth the resistivity is given by

=
—
[ ]
[
el
R

= K A

,O - —_—

I)



where K js a geometric factor, which depends on the electrode
configuration. The geometric factors for a number of common electrode
arrangements are given in Figure 2-5. ihen the ground is not homogeneous,
the voltage and current data are reduced in the same fashion using (2-7),
but the resistivity is called the apparent resistivity p;. It is the
resistivity a homodeneous earth would have fo produce the same measurement,

When poTarizabTe materials are present, the voltage will have a
component in quadrature with the transmitter current. The apparent
resistivity is then compliex and can be reprasented by its real, or in
phase, and imaginary, or quadrature, components or by its magnitude and
phase angle.

The parameters measured depend on whether the system makes use of a
time domain or fraguency demain current wave form (Figures 2-1 and 2-2).
The time domain response can be understood with reference to Figure 2-3.

During the on cycle the impedance Z, will store charge (for simplicity, it

may be thought of as a capacitor), and the voltage will saturate at Vg, =
[Rg given enough time. When the current is turned off, the voltage will
drop to VgRo/{Rg + Ry) and then decay exponentially with a time constant
(R1 + Rp)Cy.  The maximun value of the voltage during the on cycle, along
with the current, can be used to calculate the apparent resistivity. The
transient during the off cycle contains the basic time domain IP
information. This transient is specified by its normalized value just
after the current is turned off {m = Rg/{Ro + R:)) and by the form and rate

of decay. For frequency domain measurements the basic data are the

magnitude and phase angle of the resistivity, as functions of freguency.
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Older analogue time domain receivers integrate one or several
intervals under the decay curve, at sampling times ranging from around 0.05
sec. to 2.0 sec after current shut-off. When the integrated voitage is
normalized by the primary voltage (Vy) and the integration time (at), the
unit of the measurement is given as mV/V and is called the chargeability
{(M). As the integration time becomes short and as the sampling time
approaches the current shut-off time, M x 10-3 approaches m as defined for
the equivalent circuit of Figure 2-3. Another definition of chargeability,
the Newmont Standard, does not normalize by the integration time; the units
are {mV-sec}/V or m-sec. Since the equivalent integration time of the
Newmont Standard is one sec, nermalization by the integration time does not
change the numerical value of the chargeability.

Analogue frequency domain receivers oftan use two to five fregquencies,
and many have no current waveform reference, so that phase information is
lost. The basic data are then the magnitudes of the apparent resistivity,
N and o, -at two frequencies, f, and f,, which can be used to calcutate
percent frequency effect (PFE):

PFE = 100 2 (2-8)

Py

In this expression, p, Is the resistivity at the lower frequency.
Modern digital receivers sample the waveform at discrete points in time,
and store the samples as numbers in the computer memory. Manipulation of
the data stored in memory is under program control, and in principle either
time or freguency domain processing can be done. To increase the ratio of
signal to noise, multipie cycles are stored and averaged, or stacked, in
the memory. Phase information is obtained by using a pair of very

accurate, synchronized oscillators at the receiver and



transmitter or by using a cable 1ink between the receiver and transmitter.
A simple relation between time and frequency domain parameters is

provided through the model of Fiqure 2-3, where

10°3Mam = o = Ro e = PFE,

.
R0+R1 RO 100

Secause M is hardly ever measured a) over a sufficiently short
interval and b} at times close enough to the switching instant, and because
the measured PFE hardly ever span the whele range of the change in
resistivity, the above relations are only conceptually useful. For the

Newmont Standard of chargeability, practical relations between time domain

and frequency domain units are

M 6.8 PFE/Decade, (2-9)
and i
M= - 4 {mrad}.
Relations between phase and PFE can be derived, undér certain assumptions,

through the Hilbert transform relations, qgiving

¢ {mrad)=6.8{PFE/Decade) . (210}

In-gitu measurements and rock models

Pelton et al. {1978) present in-situ data from a number of different
types of mineralization. Typical phase spectra from perphyry copper,
massive sulfide, and graphite deposits are shown in Figure 2-6. These
curves are chosen to illustrate the ranges in magnitudes and forms of the
curves obtained., Pelton et al. found that the spectra could be fitted with

a Cole-Cole dispersion model, which is the same type of dispersion as that
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given by the equivalent circuit of Figure 2-3. The peaks in the phase
angte as a function of freguency are determined 1argé]y by the time
constant {t = X(Ry/m)1/C) of the equivalent circuit and the maqnitude by
the factor m = Ry/(Ry + R1}. As can be seen, there are observable changes
in the parameters for the various types of deposits.

VanVoorhis et al. {1973) on the other hand found in their studies of
porphyry copper deposits simpler spectra characterized by essentially
constant phise angles., This type of spectrum can bhe produced by the
equivalent circuit of Figure 2-3 if R, + 0 and Rg +=~(or Ry << and Rg>> 7,
in the frequency range of interest). Wynn and Zonge (1975) reported three
basic types of responses when the real and imaginary components of
resistivity are piotted in the complex plane as functions of freguency.

The form of the spectra in this display are then used for specific mineral
identification as well as discriminating between host rock and economic
nmineral.

In any of the methods using the spectral character of either the phase
or the real and imaginary parts, nroblems arise when electromagnetic
coupling is superposed on the ore and rock IP response. Various schemes
are used to remove electromagnetic coupling, but there is always the

possibility that the coupling removal will generate false resuits.

Probilems

Because resistivity is less important than IP in mineral exploration,
we will concentrate on problems with IP. Since its inceotion, [P has been
ptagued by a number of problems; sgme have been overcome, some will benefif

fraom future research and some represent fundamental limitations. We have



] —

Nul Uverﬁurden |

6 9 g 8 6 ~2 A =100
~4
5 -5
7 -6
25 8
27

L —

Conductive Qverburden

0 0 0 0 0 0 0 0 [Of ) !O
0 4 8 ' I 8 4 0 -2
0 5 10 15 18 1S 10 5 0 -3
0 3 FO/ 15 2l 2l o} \\IO 5 0 3
5/ 15 20 22 20 15 10 6 0
I 15 20 20 20 (3! \ 6
t } t —+ t + t ~
1 F =10 Overburden
Y
s S ’7
2 2100 / 02100
Sulfides 3




already discussed one problem that has been solved: bhecause [P effects are
small, accurate measurements have been possible only since the introduction
of digital receivers and transmitters with accurate current control. In

the following we discuss the other major problems.

werburden masking: Conductive overburden, generally in the form of
porous alluvium or weathered bedrock, prevents current from penetrating to
sulfides in the more resistive bedrock. Hence the sulfides influence the
measurements Tess than they would if the overhurden were absent. Fiqure
2-7 illustrates the effect of conductive overburden on the theoretical [P
response of a 20 body. The upper pseudosection shows the [P response
without overburden, while the lower one shows the IP response with
overburden 10 times as conductive as the bedrock. In this realistic
examplie, overburden reduces the I[P response by roughly a factor of 3.

For sukface electrode arrays, conductive overburden represents a
fundamental limitation. However, one way of combatting it is to force
curtent into the bedrock by placing an alectrode in a drill hole, In
another approach, Seigel (1974) claims that measuring the magnetic field
due to g polarizable body is superior to measuring the electric field, as

in conventional I[P, in areas of conductive cverburden.

Flectromagnetic coupling:  Electromagnetic (EM) coupling prasents a
serious prablem for IP surveys, nparticularly when large electrode
sgparations are used in areas of low resistivity. The EM eddy currents
vary with freguency, and their effects are similar to those of suifide
mineraltization.

The first step in combatting £M coupling is to use an appropriate



elactrode array., Arrays such as the Schlumberger and Wenner, where
measurenents are made between widely spaced current electrodes, generate
targe EM coupling and must not be used. If a Tong current line is
necessary to increase the signal, measurements must be made perpendicular
to the current wire near one of the electrodes, as in the three-array or
the perpendicular pole-dipole array. [f the earth is homogeneous, there is
no EM coupling for a perpendicular array. But lateral or vertical
resistivity changes can produce large, and sometimes negative, EM coupling.
The commonly used in-line dipole-dipole array offers both high earth
resglution and lower EM coupling, at the expense of Tow receiver voltage
tevels.

Even if an optimum array is used, however, EM coupling poses a serjous
problem. Figure 2-8, for example, shows the theoretical EM coupling phase
over a 2000 ft (610 m) wide by 3000 ft {915 m) depth extent by 6000 ft
(1830 m) long prism at a depth of 1000 ft (305 m). Its resistivity is 1
Q-m, and the background resistivity is 100 @-m. The dipole length is 1000
ft (305 m). Results are shown for the three frequencies 1 Hz, 0.5 Hz, and
d.1 Hz. For comparison, EM coupling values for a homegeneous half-space of
resistivity 100 ohm-m are shown at the right. £M coupling is greater than
the half-space coupling when the ftransmitter and receiver straddle the body
at large separations, However, there are areas in the pseudosection where
EM coupling over the prism is less than half-space coupling. In fact,
negative EM coupling often is seen in field data taken over very conductive
bodies.

The level of EM coupling shown in Figure 2-8 is unacceptable, even at

0.1 Hz, for an IP anomaly of interest may de as low as 10 arad or less.



'EM COUPLING

Phase (mrad)

Half-space

f Ifo hz Value
6 5 2 2 5 6 5

5 12 6 4 m 3

26 T 8 B I5 21 26 23

T3 I~—26—"a 48 4 p6—3 39 36

B B~z 70 70 mss/’ﬁs 50
—— __—-N"\.
68 56 53 6% 89 89 89 B2~ \53 56 60

f=05hz

3 3 | ! 3 3

8 5 4 3 4 6 8 7

4 I 9 I I 9 T 4 2

20 7 6 24 . 26 24 i6 7 20 (S

28 23 24 % 39 39 36 24 23 28 27

37 3 33 % 49 49 49 N 3 37

I 0 0 I |

2 ! | : | : 2 2

3 3 3 3 3 3 3 3 3

4 4 4 6 7 6 5 4 4 4

6 6 7 S 9 9 9 7 6 6 6

8 7 9ﬂ 1 | 2 Nsa 7 8



Furthermore, background resistivities below 100 @-m are common, and would
result in much greater phase angles. Hence, some means must be devised to
eliminate EM coupling. The EM effects would decrease at lower fregquencies,
but due to increasing natural electric fields, reliable measurements often
cannot be made below about 0.1 Hz., Time domain practitioners reduce the
problem by using high currents and large, perpendicular arrays, and by
allowing a Targe time ipterval between current shut-off and voltage
measurement. This technique is successful because the EM coupling decays
mere rapidly than the IP response.

However, in situ IP measurements with short electrode spacings show
that the [P penomencn persists to freguencies below .01 Hz, and that the IP
phase angle is approximately constant between .0l Hz and 10 Hz (VanVoorhis,
et al., 1973). Based on thase results, VanVoorhis devised a simple,
effective technique for eliminating EM coupling; a similar technique was
pubiished by Hallof (1974). The method is illustrated in Figure 2-9. The
phase is the sum of two components: (1) caused by IP, which is constant
with freguency and persists.to very low frequencies; and (2) due to EY
coupling, which varies with frequency and is negligible at very low
frequencies. By fitting the [P data to a polynomial and extrapolating to
Zzerp frequency, as shown in Fiqure 2-9, EM coupling is eliminated.
Generally, a second-degree polynomiai is required; linear extrapolation is
not sufficient.

Techniques for removing EM coupling over a broad freguency range and
retaining the spectral character of IP have been proposed by Wynn and Zonge

{1575) and Pelton, et al. (1978). However, their validity remains to bhe

demonstrated.
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Vatural filelds: Hatural electric and magnetic fields helow 1 Hz are
due mainly to the interaction of fields and particlies from the sun with the
parth's magnetic- field, and hence their magnitude depends on solar
activity., Above 1 Hz they are primarily due to woridwide thunderstorms.
Their amplitude increases rapidly with decreasing frequency below 1 Hz, as
shown in Figure 2-10, and effectively prevents I[P measurements below aboyt
Q.1 Hz. EM coupling is too high above 10 Hz. Hence, IP measurements with
lTarge arrays are limited to the range 0.1 to 10 Hz. Even in that range,
sophisticated digital signal processing is reguired to make accurate

measurements, because of the natural field noise. Coherent detection and
digital high-pass filtering are reaquired. Stacking, i.e. adding
successive transients, is necessary to reduce noise in time domain
measurements, but noise rejection is not as good as for coherent detection
in the freguency domain.

Another promising method, suggested by Halverson (1977} utilizes
multipie receiver dipoles to reduce telluric noise. MNatural fields are
more uniform then the artificial fields of interest, so that they can be

cancelled by making simultaneous measurements at a location that is not

affected by the transmitier current.

Geologic notge: Any response from a body or zone that is not of
interast, and that interferes with the target respaonse, is termed geclogic
noise. Geologic noise always is high in resistivity surveys because of the
large variations of resistivity due to changes in porosity and water
saturation. In effect, it prevents resistivity from being much more than

an accessory to IP in most mineral sxploration.



FIELD STRENGTH {GAMMAS)

asp—
azr
[e R}

o]
0
G

oS~

CAVITY

RESONANCES

Ney)
DoomM

.0 100
FREQUENCY (Mx}



However, magnetometric resistivity (MMR) is a promising new method
designed to delineate resistivity boundaries heneath conductive overburden,
In this resistivity method the magnetic field rather than the electric
fie]dlis measured in the vicinity of grounded electrodes. Because it is an
integral over a volume distribution of current, the magnetic field is much
less distorted than the electric field by surficial inhomogeneities.
Edwards and Howell {1975) show a field example of delineation of a fault
beneath a considerable thickness of variably conductive overburden using
MMR. Standard resistivity methods would have been useless due to large
geologic noise from the overburden.

Geologic noise in IP is due to uneconomic sulfide mineralization, clay
and zeolites, carbonaceous sedimentary rocks, magnetite, and possibly othef
sources., There are some indications (Pelten, et. ai, 1978} that it may be
possible to distinguish among clay, suifide, and graphite responses on the
basis of their spectral characteristics, using broad-band measurements with
short electrode spacings. Basically, clay response has a rapid decay or -
short time constant, very conductive graphite has a slow decay or large
ﬁime constant, and most sulfide mineralization has an intermediate time
censtant. However, it fs doubtful that this discrimination can be achieved
in typical fie¥d.surveys, where larqge electrode spacings lead to high EM
coupling and averaging of many kinds of IP responses. Because geologic

noise is so detrimental in IP surveys, much current research is

concentrated on this preoblem.



Culture: Grounded structures such as fences, powerlines, and pipelines
redistribute current from the [P transmitter so that part of the current
fiows through the cultural feature. The complex grounding impedance causes
an IP response that is virtually indistinguishable from a sulfide response,
In a definitive analysis of the problem, Nelson (1977} finds that the only
certain means of eliminating such spurious IP responses is to keep [P
transmitting and receiving lines away from grounded structures.

Cultural features also can introduce noise into IP measurments by
providing a path for the travel of various interfering signals. Of course
strong nofse voltages are present in the yicinity of poweriines, requiring
filtering at the front end of the receiver. Pipelines, furthermore, often

carry electrical current for cathodic protection and this current is a

source of noise,

Topography: Much mineral exploration is done in mountainous terrain
where topography can produce spurious resistivity anomalies. For example,
when a hill occurs between the transmitter and receiver dipoles of a
dipole-dipole array, current focusing causes an erroneous apparent
resistivity high. When there is a valley between transmitter and receiver
dipoles, current dispersion produces an apparent resistivity low.

Because [P is a normalized measurement, current focusing and
dispersion produced by an irreqular terrain surface do not significantly
affect basic IP data. Thus if the earth were homogeneous and pnlarizable,
irregutar terrain would produce no significant spurious IP response.
However, second-order topographic effects in [P surveys are introduced by

variations in distances between surface electrodes and a polarizable body



relative to a flat earth.

In a recent study Fox, et. al (1980) have systematically analyzed the
effects of topography for the dipole-4ipole array using a 20 numerical
solution. Figure 2-11 shows the apparent resistivity anomaly produced by a
valley with 30 degree slopes. The pseudosection is characterized hy a
cantral apparent resistivity low flanked by zones of high apparent
resistivity. The low is most pronounced when the transmitter and receiver
dipoles are on extreme opposite sides of the valley. This exampie shows
that a valley can produce a large, spurious Tow in resistivity which could
easily be misinterpreted as evidence for a buried conductor,

Tha effect of a ridge is shown in Figure 2-12. Its resistivity
anomaly is opposite that of a valley; a central apparent resistivity
high is flanked by zonas of low apparent resistivity. Again, the
well-defined zones of low resistivity on either side of the diagonal could
be mf§taken as indicative of buried conductive bodies. On the other hand
the terrain-effect high could mask the expression of an actual conductive
zone below the ridge.

The significance of an IP anomaly often depends upon its associated
resistivity anomaly. For example, an IP anomaly due to sulfide
mineralization may have a corresponding resistivity low associated with
hydrothermally altered host rock. The resistivity high caused by a ridge
could mask an actual zone of low resistivity associfated with an IP anomaly,
suggesting a source in fresh rather than alterad host rock. A moderately
anomalous IP response associated with the resistivity low caused by a
valley could be interpreted as positive evidence for significant sulfide

mineralization, when in reality the IP anomaly would be due to high



inherent IP response in a rock of high resistivity,

In general, topographic effects ars important where sltope angies are
10 degrees or more for slcpe lengths of one dipnle or more. The solution
to the problem is to include the topographic¢ surface in numerical models

used for interpretation, as illustrated by examples in Fox et al. {1980).

Intervretation

Hodels: One dimensional interpretation, i.e. use of layered earth
models, has reached an advanced state. Efficient computer inverse
algorithms produce reliable solutions, and, Turthermore, provide estimates
of the attainable resolution. Unfortunately, such technigues oniy
occasionally are useful in mineral exploration, whera the target usually
has finite lateral extent. lence we will emphasize practical )
interpretation with inhomoganeous models.

Before ahout 1970 resistivity/IP interpretation in mineral exploration
was rudimentary and unsatisfactory Secause of a lack of forward solutions,
Since then, however, computer pragrams that caiculata the responses of
assumed 20 and 3D models have been deveioped. Hence it is now possible to
compute caﬁalogs of simple, realistic models for comparison with field
data. More detailed interpretation can be carried out by trial-and-error
matching of data with theoretical responses for complex models. However,
oractical inversion techniques for 2D and 3D models do not yet exist,
although they are the subject of much current research.

e show representative results from a cataiog of simple 3D models. We
consider only IP responses and anly the dipoie-dipole array because of

their importancz in mineral exploration. They were computed using the
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integral eguation technique described by Hohmann (1975). [P responses are
given as a percentage of the intrinsic response in the body(Bp%), so that

they apply to any [P parameter such as phase, PFE, or chargeability.

Electric field vatterms in the earth: Looking at IP in terms of the
mathematical modeling technique provides an intuitive feeiing for [P
behavior. The measured potential fs the sum of the primary and secondary
potentials. The former is what would be measured over a homogeneous earth
of resistivity py, while the latter represents the contribution from the
inhomogeneity. The secondary potential consists of in-phase and quadrature
components; they originate at polarization dipoles distributed throughout
the body, or, equivalently, at surface charges on the body. The quadrature
dipoles, as well as the {n-phase dipoles for a conductive body, are
oriented in roughly the same direction as the incident field. For a
resistive body, the in-phase dipoles are oriented in the opposite
direction. |

To illustrate, Figure 2-13 shows the quadrature (IP) current pattern
in a cross=-saection of the earth through the center of a body which is 1
unit wide by 0.5 unit deep by 5 units Tong. A corresponding pseudo-section
is shown; the bold numbers correspond to the particular transmitter dipole
to which the electric field pattern pertains. The contoured numbers in the
cross-section are the phase of the total electric field, i.e., total
guadrature field divided by total in-phase field. In this case the
in=phase field is the fiald of & homogeneous earth, because there is ng
resistivity contrast. B8ecause the intrinsic [P response of the body is 100

miiliradians {(mrad), the numbers as given are percent of the intrinsic
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response, called Bo{%). The solid arrows show the quadrature field
direction, while the broken arrows show the in-phase field direction,

The dipeia-dipole array measures the component of alectric field along
the 1ine. By convention, the IP response is positive when the quadrature,
or polarization, and in-phase fields are in opposite directions, and
negative when they are in tne same direction. IP response is negative to
the left of the transmitter dipole of Figure 2-13, and there are two
changes in sign to the right. Comparing the pseudo-section and the
cross-section, we see how negative IP responses arise when both transmitter
and receiver are on one side of a body, and when they are on opposite sides
of a body at large separations. Note the positions of positive and

negative surface charges, from which the quadrature field originates.

Prigm regponses: The effects of changes in the parameters of a simple
3D prism are shown in Figures 2-15 through 2-24. A goond appreciation of
these effects is crucial for interpreting both simple and complex IP
rasponses observed in the %ier.

Figure 2-14 shows the prism model with the dipole-dipole elactrode
array. The basic model parameters are: strike length (L), width (W), depth
(D}, depth extent {DE), and resistivity contrast (09/01). As usuat, all

=

dimensions are in units of a, the dipoie length.

Strike Tength: Figure 2-15 shows how strike lenqgth affects the
response of a body that is two units in width and four units in depth extent.
The depth to the top of the body is one unit, and there is no resistivity
contrast. There is a large increase in IP response 3s the strike length

increases from two to five units, but only a small change when the strike
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length increases further. In fact, the values for L = 8 are all within 2
of those for a 2D body (C. M, Swift, personal communication}. For all
practical purposes the IP response of a body five or so units Tong is
equivalent to that of a 2D body unless the body is very conductive. This
observation is important, because it is much less expensive to model a
large, complex body by use of a 20 technique, such as that given by Coggon
(1971, 1973).

Depth: One of the most important source parameters to determine in
explaeration is the depth of a polarizable body. Fortunately, dipcle-dipole
data are very diagnostic. Figure 2-16 compares the IP responses of a prism
at depths of 0.5, 1, and 2 units. I[P response varies with bady depth
differently for different points in the pseudosection. Henca, the pattern
of the response is important for depth interpretation. In general, deeper
bodies give rise to broader, lower-amplitude anomalies.

Width: [P responses of prisms for widths of 1, 2, and 4 units are
shown in Figure 2-17. Again, the resistivity of the prism is the same as
that of its surroundings; in this case its strike length is 5 and depth
extent 4. Mote that the IP response for W = 2 is about fwice that for W =
1 at most points in the pseudo-section. Hence, ths [P response of a thin
hody (W=2) is a function of its IP-width product, and the two parameters
gannot be determined separately., The rasponse pattern changes when the -
width increases to 4, with the anomaly becoming broader and larger in
amplitude.

Results for a polarizable layer (4 = =, 0E = 4, L = =) are shown on
the right in the lower pseudo-section for comparison. The three layer earth

values for separations less than 4 are almost the same as those directly
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over the wide prism, but they diverge elsewhere. Hence, a body must he
much larger than 4 by 5 in plan for layerad-earth interpretation to bhe
anplicabie.

Depth extent: Fiqure 2-18 compares [P responses for depth extents of
1, 2, and 4. The only important depth-extent effects occur when the
transmitter and receiver dipoles straddle the body at large separations,
i.e., for points at the bottom center of the pseudosection. For practical
ourposes, there is very little difference between resuits for DE = 2 and
those for DE = 4. The differences between the DE =1 and DE = 2 responses
are more definitive, for this simple model. However, because of background
response, complex geeclagy, and uncertainty in intrinsic response, it
generally would be impossible to distinquisn between denth extents of 1 and
4 from field data. Depth extent is very difficult to resoclve, because most
of the IP response is due to the upper part of the body.

Resistivity contrast: I[P response is highly devendent on the ratio of
polarizable body resistivity (p,) to host rock resistivity {e;} The
response peaks at intermediate contrasts and decreases for very resistive
and for very conductive bodies. To summarize this behavior, we have
plotted in Figure 2-19 the peak dipole-dipole [P response as a function of
resistivity contrast for a sphers of radius one, a 30 body of 2 units
width, 4 units depth extent, and 5 units strike length, and a coupfe of 2D
bodies., All are at one unit depth.

For a small sphere, the integral equation soiution for the secondary

notential due to a polarizable body reduces to

Pl g {2-11)

Vg = — G,

2‘1T






where G depends only on geometry, and where P, which contains the effects

of the resistivities, is given by

P=3 112200y g, %ff (2-12)
1420,/0, (1+20,/04 )2

The real term controls the apparent resistivity, while the imaginary or
quadrature term controls the [P response. The real part asymptotes to 3
and to -3/2 for small and for large values of pzzpl, respectively. That
is, the sphere becomes saturated, so that further decreases or increases in
pz/pE have no effect on apparent resistivity. The quadrature part, upon
which IP response depends, peaks at 02f91 = 0.5, and goes to zero for both
Tow and high resistivity contrasts. However, because IP response is given
by phase, the magnitude of the I[P response also depends on the in-phase
potential. For most geometries the scattered in-phase potential, due to a
conductive body subtracts from the incident potential, which serves to
increase the phase; the opposite occurs for a resistiva body.

Indeed, the calculated response for the sphere in Figure 2-19 peaks at

o /o, = 0.5, and that for the 2 x 4 x 5 body peaks at pz/o] = 0.3,

2" 1
However, response curves for 2D bodies are different; they peak at 02/91

0.1. The position of the peak seems to be controlled by body thickness;

the peak occurs at lower values of pz/pl for thinner bodies.
Hence, the corraspondence between 3D and 2D bodies that we noted

previcusty is not valid for 02/91 less than about $¢.3. For example, the IP

rasponse of a very conductive {say oz/p1 = .02} 3D body is negligible,

while that for a 2D body of the same contrast is substantial. Thus a long
massive sulfide body, even though it is very conductive, can produce 3

targe IP anomaly.
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Furthermore, these types of wodels, which assume only a volume
distribution of potarizable material, do not tell the whole story for very
conductive bodies. [f they did, there would be no [P response from a
grounded pipeline. MNelson (1977) shows that [P effects from grounded
conductors, such as pipelines, powerlines, or fences, can be calculated by
assuming that the grounding points act as peoint sources of secondary field.
[t is necessary to use a similar approach to calculate the [P effect from
very conductive massive sulfide or graphite bodies. Most of the [P
response probably originates at the surface of the body where current
enters and leaves, rather than at polarization dipoles throughout the body.
[P response from good conductors, then, can be much larger than woqu be
predicted by technigues which model a polarizable volume of material.

tlectrode position along strike: Figure 2-20 shows the effect of
moving the IP line along strike. Results are shown for three positions:
the center of the body, the end of the body, and one unit off the end of
the body. HMoving the line away from the center produces an effact similar
to that of increasing the depth of the body. Roughly speaking, moving the
line from the center to the end of the body cuts the IP response almost in
half, because the amount of polarizable material contributing to the
response is halved. Then moving the line one unit off the end of the body
further reduces the anomaly by about a factor of two for this resistivity
contrast.

Electrode position across strike: [n each of the above cases, the
poltarizable prism was cenftered at the center eslectrode on the IP line.
Figure 2-21 compares the response of a centered shallow {D = 0.5} body with

those for two other body positions. The magnitudes are ahout the same, but
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the patterns are slightly different. Asymmetric response pattefns, such as
that shown in the center of Figure 2-21, can be due to electrode-body
geometry rather than to dip or to complex geology.

Dip: It is easy to model a dipping body by displacing the cubic cells
into which it is divided., Figures 2-22 and 2-23 illustrate the effect of
dip on the I[P responses of conductive and resistive bodies, respectively.
Each cell is one unit on a side, and the strike length is five units. For
the conductive body, the highest [P response occurs on the side opposite
the direction of dip, while for the resistive body the highest response is
in the direction of dip.

In general, however, particularly for dips greater than 30 degrees, it
is difficult to distinguish a dipping body from a vertical body on the
basis of dipole-dipole data. Interfering bodies, resistivity changes, and
electrode positioning can produce similar asymmetric effects. Coqqon
{1971, 1973} noted the same lack of dip resolution for the dipole-dipole
array for 2D bodies. He showed that the gradient array is more definitive.

Multiple bodies: Superposition of IP responses from two or more
bodies can be confusing. Figure 2-24 shows how the IP responses of two
prisms superpose as they are moved closer together. Each prism is
conductive (pz,/p1 = 0.2), has dimensions ! x 4 x 5 (W x DE x L), and occurs
at depth l. This case dramatically illustrates the need for sophisticated
interpretation of IP anomalies: a pseudo-section should not be construed
as a cross-section of the earth. DOrilling would be unsuccessful if the
nole were spotted over the IP high in the pseudo-section in the two cases
where the bodies are separated. "Bullseye" pseudo-section anomalies such

as these usually are caused by superposition. When the bodies join, their
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responses merge into that for a single wide body, as shown in the Tower

pseudo-section of Figure 2-24,



Applications

Deep sulfide mineralization: One of the main applications of [P is in
porphyry copper exploration, because it provides a means of directly
detecting disseminated sulfides, which do not appreciably affect the
resistivity of the nhost rock. MNow that digital receivers can provide very
accurate IP data and EM coupling can be minimized by the phase
extrapolation technigue described above, IP is indispensable in searching
for disseminated sulfides beneath post-mineral cover.

Figure 2-25, an [P 1ine from the Kennecott, Safford, Arizona, porphyry
copper depasit shows that sulfides can be detected at great depths beneath
overburden of high resistivity cover. These data were collected in 1969 by
3. D. VanVYoorhis with the Kennecott Mk 3 phase-measuring [P gear. The
overburden in this case consists of 1000 ft {305 m} of post-minefal
volcanics plus 500 to 1000 ft {152 to 305 m) of oxidized host rock. The
dipote length is 1000 ft {305 m}; the sulfide body is detected by electrode
separations of 3000 ft {915 m) or more. Accurate data and EM coupling

removal are necessary, because the IP response is only ahout 0 to 20 nmrad

above a general bhackground response of 5 mrad,
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Low-regtstivity eover

Figure 2-26 shows phase [P data over the Lakeshore porphyry copper
deposit in Arizona. This example illustrates the use of IP in searching
for dissemimated sulfides beneath alluvium of low resistivity on a pediment
adjacent to slightly mineralized outcron,

The low apparent resistivities on the west end of the line are due to
altuvium, while outcropping bedrock produces the high apparent
resistivities on the east end of the line. The sulfide body producing the
[P response lies at depths on the order of 800 ft (244 m) to the east and
1800 ft (549 m) to the west. Again accurate data and elimination of EM
coypling are necessary to define the 15 mrad anomaly in a 3 mrad
background. Computer modeling of the data indicates that the drilled
sulfides account for the observed anomaly if the sulfide system has a bulk

intrinsic response of &0 mrad.
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Electromagnetic Methods

Introduction

Electromagnetic (EM) methods are capable of yielding information on
the distribution of electrical conductivity in the shallow subsurface.
Frequencies in the range 10 Hz to 100 kHz are most commonly used for EM
probing of the earth's shallow crust. Anomalies obtained in EM profiling
are interpreted in terms of a range of expected geologic occurrence.
Mathematical and scated physical models are used to produce catalogues of
the predicted anomaly profiles with which to compare the observed anomaly
profiles. Electromagnetic sounding is either parametric, in which case the
frequency is varied while the transmitter-receiver separation is held
constant, or geometric, in which case the reverse is true. Mathematical
models are most commonly used to produce catalogues of predicted £EM field
descriptor versus frequency or versus separation with which to compare the
observed field descriptor,

For the cbmp1ex earths typically encountered in economic geology,
sounding-profiling may be performed to obtain the maximum amount of
information about the geoelectric section. This approach to delineating a

complex earth shall be stressed in the ensuing.

Induction and current gathering

The EM methods of geophysical exploration depend upon the fundamental
refationship between electricity and magnetism. An alternating current
flowing in a wire at or above the earth's surface will cause an associated
primary alternating magnetic field to pervade the space adjacent to the

wire. [If the space is partly or wholly occupiad by conducting materials



such as rocks and ores, then secondary currents will be induced in these
conductive materials by the primary field. The secondary currents in the
rocks and ores will have associated with them secondary alternating
magnetic fields., These secondary fields wWill react with the primary field
to produce a resuftant field., It is expected, then, that the resultant
field will contain information on the geometrical and electrical properties
of the distribution of rocks and ores.

Figure 2-27 portrays a qeneralized model of the earth in which a
massive sulfide body is Ehe object of search for the EM method., An
alternating current flows through a fransmitting coil creating an
alternating magnetic field in its vicinity. This latter field, we shall
assume for simp]icify at the outset, induces alternating currents to flow
in the massive sulfide body. These currents will circulate in closed Toons
only within the massive sulfide body under this assumption as shown by the
arrows in Figure 2-28a. The actual configuration of these circulating
currents will be determined by the geometry and location of both the
transmitting coil and the massive sulfide boedy, and by the frequency of the
field transmitted.

Let us now make a different assumption; induced currents flow in an
assumed homogeneous earth, perhaps as depicted by the arrows in Figure
2-28b. The confiquration of currents in Fiqure 2-28b is dictated oniy by
the geometry and location of the transmitting coil and by the frequency of
the transmitted field provided the surface topography is reasonably flat.

In the early days of EM prospecting one customarily attempted to
eliminate currents of the type portrayed in Figure 2-28b and to allow only

currents of the type portrayed in Figure 2-28a. In that manner one could
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concentrate on the geometrical and electrical information about the massive
sul fide body contained in the resultant fieid. Unfortunately, experience
revealed that bne could not ignore the currents induced in the host rock
(Figure 2—28b) or, for that matter, currents induced in the overburden, the
weathered layer, the graphitic shear, or the disseminated sulfides of the
model of Figure 2-27, In fact, if one discarded the overburden, the
weathered layer, the graphitic shear, and the disseminated sulfide halo, he
s£i11 had to be content with the fact that the resultant magnetic field
reflected the presumably superimpnsed effects of the two gquite different
current distributions of Figures 2-28a and 2-28b. Could one then still
separate the effects of the two? For some time explorationists assumed
that they could. Then it was realized that currents induced in a
homogeneous half-space as in Fiqure 2-28b would he deflected, or gathered,
into the massive sulfide body and intensified once that body was addad to
the geologic picture. Thus the resultant magnetic field contains
information about the total currents which are a superposition of the
induced circulating currents and gathered currents (Fig. 2-28¢c). Present
day electromagnetic methods recognize {nteractions, not mere superpositions

of currents initially induced in each of the six distinct elements of the

geoelectric section depicted in Figure 2-27.

Separating the elements in the geoelectric section

Although not an objective in the past, we currently have as a main
objective of the EM method an ability to detect and avaluate each element
of tne geoelectric sectior so that the resistivity environment surrounding

the assumed ore may be assessed. In this fashion, for example, we may hobpe



to recognize the massive suifide ore from disseminated non-econonic
mineralization in a volcancgenic environment.

The EM exploration probiem then may he described as a search for
procedures to separate the qeoclogic signal due to a massive or concentrated
sulfide deposit from the geologic noise arising in the other elements of
the geoelectric section (Fig. 2-27). The procedures must be souqght with
the realization that each noise source may shift the phase, alter the
amplitude, and change the spatial spectrum of each componant of the
secondary fields scattered by the concentrated or massivé sulfide deposit.
If we are to solve this problem completely, we will need to {a) obtain
precise data over several decades of frequency, (b) avoid spatial aliasing
of data, (c) consider employing several configurations of the transmitter
and receiver, and (d} use 3D complex models to simulate the real sarth.
Trade offs between complete solutions and economical or practical soluticns
are to be expected within this framework.

Ward (1979) reviewed recent papers which address the problems
encountered by the EM method when faced with a real earth in which
overburden, host rock, surface topography, buried topography, all elements
of the geoelectric section of Figure 2-27, are included. He summarized
their conclusions in Table 2-1.

Interpretation of EM data ohtained over a model such as shown in
Figure 2-27 can be accomplished by either forward or inverse methods. With
the forward method, & catalogue of signatures is prepared to which observed
signatures are compared by visual inspection or are matched with computed
signatures by trial and error. The catalogues may be developed by scaled

ohysical modeling, by analytic solution, or by numerical approximation.



Table 2-1

Search for Massive Sulfides

Feature

Jverburden

Host rock

Surface and
buried
topography

Halo

Heathered host
rock

Faults, shears,
graphitic
struyctures

Effect

rotates phase 3

decreases amplitude

rotates phase

increases amplitude
for shallow conductors

increases or decreases
amplitude for deep

conductors r

changes shape of
profiles

fall-off laws changed

—_——

introduces geologic
noise

rotates phase )

>
increases ampTitung

introduces geo1ogiél

naise .
J

\
introduces geo1ogic%
noise

s T 4

Summary of Effects of Extraneous Features in Electromagnetic

Interpretation problem
re massive sulfide body

denth estimates invalidated

conductivity and thickness
estimates invalidated

rdepth estimates invalidated
conductivity and thickness

estimates invalidated
L#ip gstimates invalidated

(depth estimates invalidated

conductivity and thickness
estimates invalidated

dip estimates invalidated

may obscure sulfide anomalies

(depth estimates invalidated

lconductivity and thickness
estimates invalidated

dip estimates invalidated

fmay obscure sulfide anomalies
may invalidate all
guantitative interpretation

may invalidate aitl
quantitative interpretation
may obscure sulfide anomalies



With the inverse method, observed signatures are automatically compared
with numerically derived signatures via computer; the difference between
the two is minimized in a least-squares sense and the ambiguity of
interpretation is assessed statistically. Clearly the 3D models employed
to interpret field data ideally must include all of the elements of the
real earth, as in Fiqure 2-27. This task of modeling is a formidable one,
the absence of which has Ted for example, to the drilling of overburden

anomalies (Fountain, 1972, Scott and Fraser, 1973).

Depth of exploration
When a plane electromagnetic wave travels through earth materials, the
amplitudes of its electric and magnetic vectors are attenuated
exponentially as
i

25— « o-8d . 2-1

Ery

H

in which d is distance travelled and B is the attenuation coefficient given
by

U 2-2

in which o is electrical conductivity in mhos/m, p is magnetic
permeability in henry/m, w = 2nf is angular frequency, while f is
frequency in Hz,

At a depth d = 1/B, the intensity of the incident elactric or magnetic
field has fallen off to 1/e of its value at the surface of the earth; this

depth is called the skin depth or depth of penetration and is denoted by &

wnere

=
2
8 Voue



2-3
Assuming the magnetic permeability is that of free space in m.k.s,
rationalized units, f.e. u = ug = 4wx10-7henry/m, then the skin depth fis

very closely approximated by
§ = 500vp/f 2-4

whera p s the resistivity in Q-m. At very large distances from a source
of electromagnetic waves attenuation of this type would control the depth of
exploration. Depth of expioration is defined as the maximum depth a body
can be buried and still produce a signal recognizable above the noise. The
depth of exploration for a sphere is much less than the depth of
exp]oratjon for an infinitely extended buried horizontal interface. Hence
both the ratio of signal to noise and the shane of the body influence the depth of
exploration. The matter is even more complicated because the geometrical de-
cay of magnetic field amplitude is 1/R83 for a loop source and 1/R for a Tine
source where R is the distance from the source to a point of interest in
the earth. To visualize the relative importance of attenuation and
geometrical decay, we have computed each at a depth of 100 m beneath a loop
and a line source on the surface of the earth for three frequencies and
earth resistivities (Table 2-2). As one can see, attenuation is
insignificant relative to geometrical decay. This fact is not often
recognized in EM prospecting. Pridmore et al, (1979} have described it in
more detail for a horizontal loon source.

Given that depth of exploration is such a difficult number to define,

it is not surprising that only general rules of thunb have arisen in

I

practice. For example, typical depth of exploration statements are: "a



TABLE 2-2 Attenuation and Geometrical Decay

p = 1000, f=1000 | p = 100, {=10,000| p = 1000, f=10

Attenuation Hioom Hom = 0-8 HioomHom ~ 0.14 H100m/Hom = 0.98

Geometrical Decay| H g6 /H - 107° HyocomHom = 107° H1d0 /M= 10°®

lLoop source om om m om

Geometrical Decay| H /H =10 4H /H =102y /H =102
YI "foom” " om 100m’ "om 100m’” om

Line source




cenductive interface can be detected at about 0.3 to 0.5 of the separation
between transmitter and receiver,” or "the denth of exploration of the EM
method is 100 m to 200 m", This is unfortunate for the geologist who must
utilize the method. In most instances, the depth of explaoration can be

determined by numerical modeling if knowledge of it is vital.



Time and frequency domains

Most EM surveys in the past were carried out in the frequency domain
{FEM), i.e., measurements of the mutual impedance of two loops were made at one
or more freguencies. However, time domain {TEM) methods have increased in
popularity in recent years as sxploration emphasis has shifted to the more
difficult problems which involve conductive overburden and deep targets.
In the time domain, one measures the decay of the secondary field after the
transmitter current is shut off, as illustrated in Fiqure 2-2.

The difficult exploration probiems of today require broadband
measurements, which partly accounts for the increased use of TEM:
information equivalent to that of a range of frequencies can be obtained
without tjme tost in changing the transmitter frequency. Hence, surveys
can be carried: out more efficiently, particularly with a fixed source
method, because a transmitter operator is not required and the data are
acquired faster.

Figure 2-29 shows how FEM and TEM systems discriminate between good
conductors and poor conductors. We assume that the conductor is a sphere
with radius R and conductivity o. The time domain response can be
approximated by a single exponential decay:

h(t) = e " 2.5

where the time constant, t 1is given by

2
T = GUOR Z2-6
m

where ug = 1.26 x 10-6 henry/m is the magnetic permeability of free space.
The equivalent FEM response is:

f
H{f) = (/)2 +j 2m 1

1y2 1\ 2
(5 s amze [H)7 e amr
T, T
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Larger time constants, then, correspond to larger gR? products.

In Figure 2-29, we'compare FEM and TEH responses of a qood conductor
{t=3.2 msec) and a poor conductor (t=0.64 msec), For spheres of radii 50 m
and 100 m, respectively, these time constants correspond to conductivities
of 10 and 0.5 mho/m, respectively. In the time domain, the poor conductor
is characterized by a more rapid decay, while in the frequency domain tne
peak quadrature response and maximum sltope of the in-phase response occur
at a higher freguency for the poor conductor.

As Oristaglio, et al. (1979} show, there are certain theoretical
advantages to TEM, in addition fo the increased efficiency mentioned above.
For example, noise due to topography, Tocation errors, and coil orientation
errors can seriously contaminate in-phase FEM measurements with certain
coil confiqurations but are minimal with TEM, because measurements are made
with the transmitter current turnad off. Furthermore, TEM measurements at
late times can eliminate goeclogic noise more effectively than can FEVY
measurements at low freguencies (Oristaglio et al., 1879).

FEM systems provide better rejection of natural EM field noise, but
that advantage is negated by the TEM capability for much greater
transmitter current with the same size generator if low duty cycles are
used, For example, the Newmont EMP TEM system drives 100 amperes through
the transmitter Tcop with only a 2 kv generator because the duty cycle is

Tow.

Hence, even though FEM measurements are related to and derivable from,

TEM measurements through the Fourier ‘fransform:



VEEM(T) f Vrey(tie12nftgy 2-8

it would appear that there are both practical and theoretical advantages to
TEM systems. However, at present, TEM systems are limited to about two
decades of spectrum whereas FEM systems can accomodate four decades of

spectrum; field examples will be presented later which will illustrate the

advantage to be 1gained by use of a broader spectrum.



Interpretation

Introduction: Most early interpretation of EM prospecting data was
based on scaled model results for thin-sheet conductors in air; the
conductivity of overburden and host rock was ignored. While this type of
interpretation yields reasonable results for appropriately shaped
conductors in resistive shield areas {Grant and West, 1965; Ward, 1967),
there are many cases where more sophisticated models are needed. Predicted
EM anomalies can alsc be computed using the apaiytic solution for a sphere
to represent a thick body (Best and Shammas, 1979). The present trend,
however, is to use the power of computers to calculate EM response of the

typical complex geoelectric section.

Electromagnetic scaled modeling is based on the similitude relations:

2 2
Ufffo = gmmem R {frequency domain) 2-9
and
o L2 L2
f-f = %" m , (time domain) 2-10
tf tm -

where o is conductivity, f is frequency, t is time, and L is Tenqgth. The
subscript f refers to the field parameters, and the subscript m denctes
mode] parameters. [f these dimensionless products are the same for the
field and the model, i.e., if the model conductivity and/or frequency are
increased to correct for the decreased lengths, then the geometry of the
electromagnetic field in the scaled model will be the same as that in
actual field work.

This geometric scale modeling works for EM systems which measure

dimensionless quantities such as the mutual impedance between loops



noraalized by their mutual impedance in free space, or the tilt angle of
the magnetic field polarization ellipse. However, TEM systems measure V/I,
the decay voltage in the receiver normalized by the transmitter current.
Since V/I is not dimensionless, absolute scale modeling 1s required (Spies,

1976). The voltages measured n the scale model must be corrected by the

factor

=2
| 3t

f ftm

Ce 2-11

HE m

=
-

Several papers have been published recently on airborne
electromagnetic {AEM) interpretation using scaled model results.
Particularly important are those hy Ghosh {1972}, and Palacky and West
(1973), Patacky (1975), Palacky {1978). A recent 1nngvation is to use
computers to interpret and classify AEM anomalies through a response
diagram obtained by scaled modeling {e.qa., Fraser, 1979),

Interpretation always must be based on a simplifiad model of the
relatively compliex earth. Fortunately, simplified models often are adequate
if they are a reasonable representation of the earth. However,
interpretation is bound to be erroneous if based on an inaporopriate model,

Hence thin-sheet model results cannot be used to interpret EMX anomalies

over thick or equidimensional conductors {Palacky, 1978).

Thin sheet and ribbon models: For example, Figure 2-30 shows Turam
data over a thick conductor. Vertical loop EM results for the same
conductor are illustrated by Hohmann, et al. (1978). Interprstation based
on free-space, thin sheet models yields estimates of conductivity-thickness

product (ct) of 500, 200, 70, and 25 mhos at 26, 77, 232, and 695 Hz,
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respectively, Hence, the thin-sheet model is invalid, because the t
estimate should be the same at each freguency.
The critical thickness, t., above which a body no longer behaves as a
thin sheet (Lamontagne, 1970) is given by \
5

£ =297 (p/f)" 2-12°

¢
Mumerical modeling indicates that the conductor responsible for the anomaly
in Fiqure 2-30 has a bulk resistivity of 0.1 to 0.3 @-m and is about 30 m
thick., Thus for = 0.3 @-m, to = 31, 18, 10, and 6 m at 26, 77, 232, and
695 Hz, respectively. For o= 0.1 92-m, the corresponding t. values are: 18,
10, 6, and 3 m. The conductor of Fiqure 2-30 behaves as a "thick”
conductor at all frequencies. The problem is general. The resistivities
and thicknesses of massive sulfide ore hodies vary widely, but for a
representative resistivity of 1 q-m and a frequency of 1000 Hz, the
thin-sheet model applies only up to 10 m thickness.,

Airborne EM dinterpretation based on thin-sheet models often is
confusing., Anomaly shapes may be different in the field data, and ot
estimates for the same conductor with rigid boom and towed bird systems are
far different. For example, Ghosh (1972) estimated the conductance of the
ihistle orebody near Sudbury, Ontario, Canada, at 2 to 3 mhos based on
thin~-sheet interpretation of McPhar F-400 two-frequency towed bird
quadrature EM data. Fraser (1972}, obtained conductances ranging from 60
to 130 mhos on different flight lines over the lihistle orebody with the
DIGHEM helicopter electromagnetic (HEM) system operating at 918 Hz.

Palacky {1978) used horizontal ribbon models to show that discrepancies

such as this are due to using thin-sheet models to interoret anomalies from



thick conductors. Because the important currents concentrate at the top of
a thick conducter, the horizontal ribbon is a better interpretational model
than the thin sheet. Fiqure 2-31 shows the difference in F-400 anomaly

shape for the two models, along with field data for the Whistle orebody.

Sphere models: The anmalytic solution for the EM response of a sphere
is quite useful for gaining insight and for interpreting anomalies due to
roughly eguidimensional conductors. The solution can be computed for a
conductive sphere in a conductive host rock, but most studies have ignored
the conductivity of the surrounding medium. Hence they appiy only to
resistive terrain, where current channeling is unimportant,

Lodha and West {1976) discuss interpretation orocedures for the sphere
mode] and show that the estimated depth to a conductor generally is too
small. True depth lies between the depths interpreted for sphere and for
vertical thin sheet models. Best and Shammas (1979) compare the responses
of a number of AEM systems to a sphere in freelspace with current
channeling neglected. HMost importantly, theirs is the first study of AEM
laterai attenuation for conductors off the flight 1ine. They show, for

example, that the lateral attenuation for the standard DIGHEM system is 50

times larger than that of the EM-30 system.

3

-
7

i modeling: A number of recent scale model studies nave Tent new

)

insight to TEM. A particularly important paper {Spies, 1975) compares the
single Toop and dual loop TEM responses of a vertical conductor beneath
homogeneous conductive overburden. A single loop, serving as both
transmitter and receiver, couples well with equidimensfona1 or thin

horizantal conductors, but produces no response when directly aver a
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vertfcal sheet conductor. Two penalties arise if a dual loop survey is
performed: a} a single loop system is more efficient than a dual loop
system, where separate transmitter and receiver loops both must be moved
along a tranverse line, and b) geological noise is higher in a dual loop
survey when the overburden is of inhomogeneoous conductivity or variable
thickness, Of course, single Toop operation has been possible only in the
time domain, where measurements are made with the primary field off; the
Unicoil system described later permits single loop operation in the
frequency domain. Typical loop size for single loop time domain systems is
100 m x 100 m,

To compare the two techniques in an environment containing conductive-
overburden, Spies set up a model consisting of a 335-mho vertical conductor
peneath 16 mho conductive overburden. For example, the overburden might be
lé m of 1 g-m material, effectively screening out any response from a
deeper body with most EM methods. Profiles for the two configurations are
shown in Figure 2-32. For early times up to, say, 2.3 msec after the
primary current is cut off, the respense is primarily due to the
overburden. The response of the dual loop system to the overburden is only
one fifth that of the single loop system at 1.1 m sec. At later times, the
vertical plate response is clearly evident., But at all times the dual loop

anomaly of the vertical sheet is Targer than the single loop anomaly.

Two and three dimensional modeling: One of the most significant
advances in EM dinterpretation in recent years was made by Lajoie and West
(1976), in their study of a thin 3D conductor in a conductive earth. Only

numerical solutions with large matrices to invert are possible for such



=11 M5

000
100D |m= = = —————— M e ————
‘---'_2'3'---
— i — T e T S oy o e
500 ——— 25
N .
}_‘\FOO e _J——_--#%——-:'qi
ke - ~ -
Z50 ____-___--...____._‘ ...__-___..- e
-\Q
Sk
LY
Y] -—~
“9 o
=
g s L b
to.l/\
E} ///—\I’\/ N\
@ / \
i / \\
- -
~ (4 ’
0.8 e N ! A / T
- \ / \ /
A ) \ /
i ’ \ ’l
A
N 7 [+] N2/
o 200 150 100 50 Dt 50 160 150 200 METERS
! e o
¥ L. THICKNESS B,
3 Ty
LEGEND ¥ CONDUCTIVIES
—— PROFILES FOR SINGLE LOOP
~—=— PROFILES FOR OUAL LOGP ,  OVERBURDEN: o;0,=t6s Dp21.5M
Tps2085/M D,y 335M
7y =0 D =IB.5M



models. Several good 2D numerical solutions, both differential and

integral equation, have appeared in recent years. They are useful for
interpreting ancmalies due to very long conductors excited by a large loop,
current line, or natural fields. However, 20D solutions do not include

current channeling and thus are quite limited in application. Only cone EM
solution (Hohmann, 1975) has been published for the general 3D case in mining
applications, and it is 1imited in conductivity contrast and frequency.

By separating the induction and channeling currents, Lajoie and West
were able to obtain accurate results for high contrasts and high
frequencies, Theirs is the first thorough analysis of the dramatic effect
of current chénneling. Although the model is a thin 3D sheet and hence is
not a general 30 model, it is sufficient for studying current channeling,
and their results greatly increase our understanding of the &M method.

The essential features of conductive host rock effects are shown in
Figure 2-33. The transmitter is a large loop through which current s
driven at 500 Hz. The conductor is a thin plate buried at 50 m in an earth
of varjable conductivity. [In Fiqure 2-33b, the in-phase (I[P} and
quadrature () anomalies are plotted for various plate conductances (UAt)
and half-space resistivities{pH). The solid Tines show the effect of
varying oat with oy constant, while the dashed 1ines show the effect of
varying o, with opt constant.

Solid curve 1 is the response that would be measured over plates of
various conductivity - thickness product in free space. [t is the bhasis
for all past conventional interpretation of EM data. The response is
mainly quadrature for low ogt {curve E) and mainly in-phase for high oAt

{curve A) with a gradual transition between. The response is not much



s 800 M

|0°° y /4

-

\

50M
Oa
/]/ Py
TRANSMITTING LOOP
[F28500 Hz) 250M
/l, 0¥

/OH — VARIABLE

o

AT YARIABLE

——=Tp CONSTANT

@
20 %- —— P}y CONSTANT
//
10 % —
4 1P
o e )
|
!
!
!
-/ — i
:
! !
aat imhe) P ylohm-m) ! e
!
A 1000 | oo !
—20%~-| ® 30 2 104 S
£ 10.5 3 333
b7 4 0G0
E3 5 333
& 200



differant for a high-rasistivity earth (10% @-m} as shown by curve 2.
However, for ey T 103 Q-m, as shown by curve 4, the response is quite
differant from the free-space case, aven though this is still a relatively
high resistivity. For earth resistivities of 333 and 200 @-m (curves 5 and
6) the response diaqrams hardly resemble that for free space;
interpretations based on curve 1 obviously wouyld be erroneous.

For all plate conductances, as the resistivity of the half-space
decreases, the quadrature component anomaly increases first, because the
currents induced in the weakly conducting earth and channeled into the
plate are largely guadrature. As the earth's resistivity is reduced, more
current is induced in the earth and channeled into the plate, so that the
anomaly increases. Tha increased anomaly amplitude caused by conductive
host rock could result in a serious under-estimate of depth.

Unfortunately, anomaly enhancement for those poor conductors which
constitute geologic noise s relatively greater than for good conductors.
Furthermore, the phase of thé anomaly rotates clockwise due to the phase
rotations of the channeled currents and of the incident and scattered
magnetic fields. Note that for oy = 200 q-m the quadrature anomaly
changes sign. In areas of conductive overburden, a poor conductor may he
mistaken for a befter conductor, because the overburden rotates the anomaly
toward the in-phase component. Finally, current channeiing makes a dipping
conductor appear to dip more steeply, increasing the chance of driliing it
from fhe wrong side.

Further progress in EM prospecting requires new numerical solutions
for general 30 conductors in the earth, coupnled with new inferpretation

techniques for multi frequency and time domain data. Such solutions will



require both sophisticated mathematics and Iarge'computers, but they have
the exciting potential of dreatly improving the effectiveness of £

prospecting techniques.



Field crmf'igurations, natural field methods

Introduction: These mathods utilize the earth’s natural electric and
magnetic fields to iﬁfer the alectrical resistivity of the subsurface.
Figure 2-10 is a generalized natural magnetic field amplitude spectrum
taken from Matsushita and Campbell (1967}, There is, of course, a
corresponding electric field spectrum, related through Maxwell's equations.

In general, the fields above 1Hz are due to a) worldwide
thunderstorms, the principal centers being in South America, Africa, and
the Southwest Pacific, b) radio stations, and ¢} power distribution
systems. Because the ionosphere is a conductive plasma the energy
propagates in a wave guide mode in the earth-ijonosphere cavity. The small
resonant peaks between 5Hz and %0Hz shown in Figure 2-10 are due to
constructive interference.

Below 1Hz the fields, called micropulsations, are mainly due to the
complex interaction of charged particles from the sun with the earth's
magnetic field and ionosphere. As Figurs 2-10 shows, the amplitude of the
electromagnetic field increases with decreasing frequency below 0.1Hz.

These natural fields represent noise for controlled-source
electromagnetic {CSEM) methods, but they are the source fields for natural
field electromagnetic (NFEM) methods. Because low frequencies are needed
for deep penetration, it is easy to see from Figure 2-10 why MFEM has been
used so extensively for crustal studies and deep exploration: the source
fields increase at low frequencies for NFEM, while the noise increases at

low frequencies for CSEM,

While frequencies delow 1Hz can be useful in regional studies, higher



frequenciaes usually are employed in mineral exploration because of their

greater field efficiency and greater resolution.

The magnetotelluric method: In the magnetotelluric (MT) method one
measures the ratio between orthogonal electric field (Ey) and magnetic
fiald {Hy) components at the earth's surface gver the frequency range 10-°
Hz to 1O Hz. This ratio is known as the MT impedance, so one can think of
the earth as a linear system with input Hy and output Ex. The MT apparent
resistivity is given by

f H,2
where f is the frequency, and £y and Hy are measured in units of mv/km and

gammas, respectively.

The MT methed was invented in the early 1950's. Since then the method
has been refined considerably, but it is still beset with problems,
primarily due to noise in the measurements and a lack of adequate
interpretational aids. Recent advances in data collection (Gamble, et al.,
1979), in-field data processing (Wight, et al., 1977} and 3D numerical
modeling {Ting and Hohmann, 1980} should alleviate some of these problems.

Audiomagnetotellurics (AMT), the variant of MT most often used in
mineral exploration (Strangway, et al., 1973}, simply refers to MT in the
audio frequency range of 10Hz to 10%Hz. The magnetic field is measurad
with a small coil, while the electri¢ field usually is measured with a 30 n
grounded wire. Unfortunately, weak source fields and a lack of
sophisticated instruments and interpretation fechniques have hindered the
application of AMT.

Tensor measurements, i.e. simultaneous measurement of Ey, By, Hy, Hy



and Hy, are necessary to compensate for varying source fields, but they
must be coupled with 20 and 3D numerical solutions for interpretation.
Through recent advances in electronics, portable tensor AMT receivers will
soon be available, so that AMT will assume a more prominent role in mineral
exploration. It is a simple technique, can be made highly portable, does
not require accurate distance measuraments, and does not require a
transmitter., AMT is particularly useful in searching for flat lying

conductors beneath overburden of high resistivity.

AFMAG;  The AFMAG method {Ward et al., 1958; Ward, 1959) utilizes
frequencﬁes near the peak of the natural magnetic field spectrum at about
100Hz in Figure 2-10. To make a measurement, a pair of orthogonal coils is
rotated’abou? a vertical axis until one of the cqi?s, called the reference
coil, Ties in a horizontal plane and along the direction of maximum
magnetic fié1d strength, while the other, called the signal coil, lies
along the direction of minimum magnetic field strength as in Figure 2-34.
The direction of maximum field so found is called the azimuth. Once this
direction is found, the plane of the axes of the two coils is placed in the
vertical plane through the azimuth. Again the ¢oils are rotated, this time
about a horizontal axis, until the reference coil is aligned along the
direction of maximum field strength. The tilt of the reference coil
relative to the horizontal is then measured as the tilt angle. The tilt
angie will vary systematically across subsurface inhomogeneities such that
the axes of current flow in the inhomogeneity can be detected and
delineated. B8ecause of the distant sources and uniform inducing field,

current gathering usually dominates over local induction with the method.
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However, it can be useful for cheaply and quickly mapping faults and shears
and for detecting deep-1arge conductors such as graphitic zones beneath the
Athabasca sandstone. An airborne version of AFMAG was flown for several
years, The limitations of AFMAG have been described by Ward et al. (1966)
and include time variant intensities and directions of inducing fields with
concomitant changes in locations and intensities of anomalies.

As with AMT, we can expect a resurgence of AFMAG as microprocessors
are utilized to build tensor receivers. Such receivers will compensate for

yarying source fields by measuring simultaneousty the vertical and both

horizontal components of magnetic field.

VLF: Because very low frequency (YLF) fields in the range 10 to 30
kHz are generated by distance transmitters for navigation and
communication, we classify VLF as a natural field metnod. At least one
station can be monitored anywhere op the earth, so the explorationist
requires only a receiver to conduct a survey. However, the freguencies are
100 high'for much penetration, so that the method is useful only for
geoloqic mapping, i.e. locating faults and contacts, and for probing for
conductors beneath less than 50 meters of highly resistive surface rocks.

The VLF source 1s a vertical electric dipole, so that the undisturbed
magnetic fieid lines are horfzontal circles concentric about the antenna.
The electric tield lines are radiai. By measuring the surface impedance
{EP/H¢J gne can determine an apparent resistivity as in MT. However, a
sacondary vertical magnetic field is created over a conductory hence the
most common VLF technique measurements are made of the tilt angle and

ellipticity of the magnetic field. Receivers consist of orthogonal coils,



weign less than 5 pounds, and are very reliable and simple to operate. In
practice, one determines the polarization ellipse in a vertical nlans
oriented in the direction of maximum horizontal magnetic fiald. Strong
conductors tend to rotate the horizontal magnetic field to be pe%pendicu]ar
to their strike. If possible, one should choose a transmitter whose
azimuth is roughly in the direction of regional strike. Because anomalies
are of crossover type it often is useful to process the data so that
crossovers become highs {Fraser, 1971).

Several airborne VLF systems are available, and are used primarily for

geological mapping.



Pieid configurations, controlled source, ground methods

Mntroduction: The number of conffgurations of transmitter and
receiver used in EM prospecting is large {Grant and West, 1965; Ward,
1879). This leads tao confusion concerning the selection of a particular
configuration for a particular exploration problem. However, some
semblance of order can be achieved by assigning each particular

configuration to one of the four basic configurations illustrated in Figure

2'350

Two loop, roving coil pairs, fixed oriewtation; The transmitting
coil(Ty)} may be oriented with its axis vertical, called a vertical magnetic
dipale or a horizontal Toop, or with its axis horizontal, called a
horizontal magnetic dipole or a vertical Toop. If a horizontal magnetic
dipole is used,its axis may be pointed at the receiver (Ry) or be
orthogonal to this direction. Three orthogonal transmitfing coil

orientations are thus possible. Similarly, three arthogonal receiving coil

orientations are possible.

In the so-called horizontal loop EM method, both the receiving
and transmitting coils have their axes vertical and the coil pair is
transported, with constant coil separation, in-iine in a direction normai
to strike as in Figure 2-36a. This method is one of the oldest and most
commonly used {Grant and West, 1965).

In the vertical cocxial loop EM method (Fig. 2-36b) both the
receiving and transmitting coils have their axes horizontal, in-line, and
the pair is transported, with constant coil separation, a) fn-Tine in a

direction normal to strike {Brant et al., 1966) or b} broadside in a
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direction normal to strike. This coil configuration is not ysed routinely.

In the vertical coplanar loop EM method, the receiving and
transmitting coils have their planes vertical and common and the pair is
transported in-line with constant coil separatiocn, in a direction 45
degrees to strike as in Figure 2-35¢. This latter configuration is not
used commonly., The need to traverse at 45 degrees to strike in order to
obtain significant response usually mitigates against use of this

configuration.

Two loop, roving cotl pairs, rotatable orientation: 1In the Crone
Shoothack method {Crone, 1866) the receivfnq and transmitting coils are
interchangeable in the sense that each is used both as a receiver and as a
transmitter. The remarkable advantage of the method is that the effects of
elevation differences between transmitter and receiver are eliminated. Two
variations of it, the Crone horizontal and wvertical shootback methods,
illustrated in Figqure 2-37, are uéed {Crone, 1966; Crone, 1973)., With
each, the orientation of the transmitting coil is fixed with its axis at
some angle to the horizontal or to the vertical. The receiving coil,
nowever, is rotated about an axis normal to the traverse line unti] a
ninimum signal is chtained at which time the tilt of the plane of the
receiving coil, from the horizontal or from the vertical, is recorded. Two
readings, taken at each observation stop with first one coil as transmitter
then the other, are averaged. £Etlevational effects in the tilt angle
reading are thus eliminated. The reader is referred to the literature for

specific operational details.

In the vertical loop broadside method, the transmitter is transported
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along one traverse line while the receiver is moved in unison along an
adjacent traverse line. At each point of observation the transnitting coil
is placed in that vertical plane which contains the location of the
receiver as in Figure 2-38. The receiving coil is then rotated about an
axis normal to the traverse line until a winimum signal is obtained, at
which time the tilt of the plane of the receiving coil fron the horizontal

is recorded, {Grant and West, 1965; Ward, 1967).

Two loop fixed transmitter, roving receiver: Yith the rotating veriical
Loop method the transmitting coil (Ty) is erected within the
survey area {Fig. 2-3%a) while the receiving coil (Ry} is carried
systematically on traverse lines adjacent to it and oriented normal to
strike . The plane of the vertical loop is oriented for each observation
s0 as to contain the point of observation. Tilt angle is measured by the
receiver (Grant and West, 1965; Ward, 1967).

For the fixed vertical loop method, illustrated in Figure 2-40, the
axis of the fixed transmitting coil is oriented normal to strike and the
receiving coil is noved incrementally along the axis of the transmitting
coil. Then the transmitting coil is moved fto an adjacent Tine and the
neasuring process repeated. This is not a standard technique but has been
used with success where tried (Ward et al., 1974, and Pridmore et al.,

1979),

Large loop scurce: A fized herizontal loop 1§ used where large
transmitting coil noments are required. \hen the Toops are tens of neters

in diamaeter or Tess,the transnitting loop is established at the and of a
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traverse 1ine and the receiver traversed in increments along that Tine
{Fig. 2-35b). Then the transmitting coil is moved to an adjacent tine and
the process repeated.

With the frequency domain Turan method (Bosschart, 1964; Grant and
West, 1965) a large rectangular transmitting cofl, hundreds or even
thousands of meters to a side, is laid out on the ground and the field
strength ratic and phase difference are recorded between a pair of
receiving coils 30 m to 100 m apart, along traverses normal to one of the
long sides of the rectangular 1oop.

The frequency domain GEOPROBE system (Ward, 1979) measures phase and
amplitude of horizontal magnetic fields at 16 or more frequencies. The
transmitting loop varies in size from tens of meters to thousands of meters
and measurements are made along a traverse normal to one of the long sides
af the rectangular loop.

UTEM is & wide band, time domain EM prospecting system developed at
the University bf Toronto by Lamontagne and West (1973). The transmitting
Toop ranges in size from hundreds of meters to thousands of meters on a
side. The time samples of Feceived vertical magnetic field are obtained
along a traverse radial to the transmitting loop.

The time domain Crone PEM method {Crone, 1979), uses a 10 m to 1000 m
transmitting ¢oil. Usually, when a small transmitting coil is used,
transmitter and receiver, separated by 30 m to 1000 m, are moved in unison
along a traverse line so that this method could also be Tisted under the
section on roving coil pairs. The transmitter is fixed when larger loons

are used.

The time domain Newmont ZMP system uses a large fixed rectanqular



transmitting loop, hundreds of metefs to a side. The received signals are
the three orthogonal components of magnetic fisld recorded at 32 discrete
time channels after termination of each transmited current pulse
{Nabighian, 1977).

The frequency domain Kennecott Vector EM system (Hohmann et al, 1978)
uses a large fixed rectanqular loop of Turam dimensions for recennaissance
exploration. The system can also be used with a rotating vertical loop.
The receiver measurss amplitude and phase of the vertical component of

magnetic field at four frequencies.

Single loop: With the time domain Russian mPpo7 (Velikin and
Bulgakov, 1967) and the Australian Sirotem (McCracken and Buselli, 1978), a
single rectangular loop 50 m to 200 m to a side, is used first as a
transmitter, and at appropriate time delays, then as a receiver. Sirotem

also offers the opportunity for use of separate fransmitting and receiving

loops separated by 100 m to 200 m.

CSAMT;  In a controlled-source audiomagnetotelluric survey, a grounded
wire {Fig. 2-35d) is used as a source. Provided measurements are made at
distances greater than three skin depths relative to the greatest
resistivity in the section, then conventional magnetotelluric

interpretations methods may be employed (Goldstein and Strangway, 1975).

Field configuratione, controlled source, airborme
Introduction: Historical and descriptive papers dealing with AEM
systems have included those by Pemberton {1962}, Ward (1967}, MYard {1969),

Paterson (1971), Ghosh (1972), and Becker (1979). We shall identify herein



only three basic types of systems and reference the various present systems
belonging to these types,

Rigid boom systems: The transmitting and receiving coils are attached
to a rigid hoom to minimize translation énd rotation of one coil relative
to the other. In the most common type of rigid boom system, the coils are
separated by about 10 m and are attached to a large boom or bird which is
towed beneath a helicopter as in Figure 2-4la. The Scintrex HEM-701,
Barringer HEM, Geonics HEM, and the DIGHEM systems are of this tfype.
Secondary magnetic fields both in-phase and quadrature with respect to the
’prﬁmary field are recorded at one or more frequencies of order 1000 Hz to
5000 Hz. The helicopter flies at a nominal height of 70 m while the bird
flies at a nominal height of about 35 m. Signals less than 1 part per
million of the primary field can be recorded.

In another type of rigid boom system, the coils are mounted on
structures attached to the airframe of the heliceopter or fixed wing
adircraft as in Figure 2-41b. The Scintrex TRIDEM (Seigel and Pitcher,
1978}, and the Barringer COTRAN systems are of this type. Separation
between the coils is 15 m to 30 m while normal flying height is 50 % to 60
m. Secondary magnetic fields both in-phase and guadrature with respect to
the 500 Hz, 2000 Hz, and 8000 Hz, primary fields are recorded at a noise
level of 20 to 50 ppm for TRIDEM. TRIDEM operates in the frequency domain
while COTRAN operates in the time domain. The noise level of the latter
has not been stated.

A third type of rigid boom system utilizes two coplanar coils mounted
on the wing tins of a fixed wing‘aircraft. The Geoterrex Otter system 1s

an example of this type (Fig. 2-41c). Separation between the coils is



a) HELICOPTER TOWED-BOOM

@

b) HELICOPTER BOOM

l‘\é’ Om \'i;’

¢) WING-TIP BOOM

e / R

1~
Transmitter

d) TOWED BIRD

INPUT
QUADREM

6 4, A

1I30m 80m 150m
70m 100m (S0m

Racaiver

e) TURAIR

—~ Flight Lines

~——
/ \
-




about 20 m while the normal flying height is 50 m to 70 m. Secondary
nagnetic fields both in-phase and quadrature with respect to the 320 Hz

primary field are recorded at noise levels of about 20 ppm to 50 ppm.

Towed bird system: Figure 2-41d illustrates a small bird, carrying
the receiving coil, towaed behind and beneath an aircraft. These systems
measure quadrature secondary magnetic field, only, when operating in the
frequency domain. An example is the McPhar QUADREM system which utilizes
several frequencies, simultaneously, in the range 300 Hz to 3000 Hz. IRPUT
operates in the time domain, providing measurement of six to twelve samples
of secondary magnetic field. It can be shown to be eguivalent to a
frequency domain system which measures the quadrature secondary magnetic
_fie?d. Separation between coils is nominally 150 m with aircraft heights

'of 125 m to 15C m,

Semi-airborne systems: TURAIR is akin to the ground TURAM method
(Bosschart and Seigel, 1971). Two receiving coils, mounted on opposite
ends of a 10 m bird towed beneath a helicopter, allow airborne measurement
of field strength ratio and phase difference along traverse lines normal to
the long sides of a large rectangular Toop. Measurements are made inside
and outside the loop at flying heights of order 30 m to 50 m, Typical

transmitting loop dimensions are 5 km by 10 km. Figure 2-4le illustrates

the field procedure.

nicoil : At the University of California, Berkeley, a cryogenic
unicoil system is under development {Morrison et al., 1976). It promises

frequencies as low as 10 Hz with attendant promise of depths of exploration



greater than heretofore. Changes in the resistance of a superconducting
coil, introduced by the presence of the earth, are recorded. HNoises levels
of conventional two coil AEM systems frequently are dependent upon
translation and rotation of one coil relative to another; the unicoil avoids

this problem.



Sources of noise in electromagnetic surveys

The detectabiiity of an exploration target in a particular environment
is determined by the ratio of signal to noise, which in turn depends upon
two factors: (1) the characteristics of the target response, and (2) the
characteristics of the noise. In order to increase the probability of
discovery, we must increase the signal and reduce the noise in a cost
effective manner. In geophysical exploration with the EM method, noise
arises in the following sources;

disturbance field noise,

instrument noise,

cultural noise,

topographical nofse,
and

geological noise.

Disturbance field noise 1s a general background of ambient
alectromagnetic fields upon which the transmitted slectromagnetic field s
syperimposed. There are two main sources of this noise type:

(1) alternating magnetic fieids resulting from artificial sources
such as transmission Tines, telephone lines, radio transmitters,
etc., and

(2) alternating magnetic fields resulting from natural sources such
as thunderstorms and other atmospheric discharges.

Analog and/or digital filtering is used to enhance the ratio of signal

to noise for this noise source but in culturaliy developed areas it can
orevent acquisition of useful data.

Inatrument noise may be electronic, mechanical, or fhermal in origin.



An analysis of the various sources of instrument noise as it relates to
various ground and airborne systems is given in Table 2-3.

Cultural notge consists of anomalies due to fences, telephone and power
distribution ground returns, pipalines, metallic buildings, etc. This
noise source cannot be circumvented in general and hence it may limit the
application of tM methods in culturally developed areas.

Topographical noise arises in currents induced in the overburden or
bedrock by the transmitter. When the earth's surface is flat, the currents
in a homogenecus or plane, horizontally-layered, earth are uniformly
distributed horizontally and occur at a uniform distance beneath the
transmitter-receiver coil pair. As topographic relief increases, these two
conditions are increasingly violated. The result is that local ancmalies
appear that are a diresct result of the topography.

Terrain clearance noise , arising in varying terrain clearance in an
AEM survey may be considered as topographical noise even though it is
conventionally referred to as part of geclogic noise, the limiting noise
for AEM surveys. While terrain clearance noise can be computed readily
above a flat earth {e.g. Ward, 1969}, terrain clearance noise and the more
general topographical noise have not been analyzed to any significant
degree but the effect is known to be a function of transmitter~receiver
separation and orientation.

When the earth is highly resistive, topographical noise as described
is negligible. However, topographic relief may then enter the picture by

its effect on the geometrical part of instrument noise,

Geologieal noise : By geological noise we mean the EM response of any
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conductive features in the earth other than the economic target. OGraphite
and permeable shear zones are important sources of geoiocgical noise, In
conductive terrain, such as much of Australia, geological noise arising
from ltateral variaticns in an overburden of Tow resistivity often is the
most important type of noise.

Overburden of low resistivity tends to attenuate responses from
bedrock, but its most deleteriocus effect is to produce EM anomalies due to
lateral porosity changes, thickness variations, and differential
weathering. Sources of geological noise fn the overburden generally arae
not as conductive as massive suifides, but they are shallow and thus may
produce anomalies comparable to or greater than anomalies due to good
conductors in bedrock.

Some means must be used to discriminate among the numerous EM
anomalies that arise in surveys where cverburden is thick and conductive.
The common means of discrimination are: (1) correlating with other types
of information, (2} selecting only good conductors, and (3} selecting
conductors having the correct geometry. In the first method, EM anomalies
that have associated magnetic, gravity, geochemical, or induced
polarization anomalies, for example, are selected for further
investigation., Discrimination by conductivity and geometry is an important
rasearch and development topic. As we indicated above, conductivity
discrimination is by decay rate in the time domain and by amplitude-phase
relations with frequency in the fraquency domain.

Turam data, at four frequencies, from a deeply weathered nickel
prospect in Western Australia (Hohmann et al., 1878) arae shown in Figqura

2-42. An aeromagnetic survey and trenching defined a prospective



77 Hz

.2 ++10°

0.8 -~-1p°

2w
|
XMTR LOGP
AT O —

3

]

1.4 T +20°

FSR] A¢

06 —-20°



ultramafic body between 24 and 9.5W, Resistivities are as low as 5 a-m and
highly variable due to differential weathering, The water table is about
15 m deep. The basal contact of the ultramafic was drilled and intersected
on this line at 9.5 W and at several other Tocations along strike without
encountering mineralization., Geological noise is very high in the
electromagnetic data due to the deep diffarential weathering. However,
geological noise is much less at the lower frequancies, so that it would be
possible to detect a conductor with a good response at low frequencies,
provided it were not too deep. Figure 2-42 iliustrates an unfortunate
problem for nickel explaration in Western Australia. Magmatic segregation
deposits occur at the basal contact of an ultramafic body but often there
is, as at 9.5W in this case, a stronqg anomaly due to & shallow conductor,
probably a permeable shear zone along the entire contact. Detection of a
small nickel deposit beneath this shallow conductor would be quite
difficult with the EM method.

In contrast, Figure 2-30 (Hohmann et al., 1978) shows four frequency
furam data over the fFreddie Well deposit, a shallow massive sulfide body in
Western Australia, at a locatian where overburden conditions are rore
favorable for application of the EM method. Massive and dissseminated
mineralization occurs over 2 30 m interval centered at J on the line. Its
alectrical conductivity is high due to well-connected pyrite and pyrrnotite
lenses. Background resistivity ranges between 30 9-m on the west end of
the 1ine and 300 q-m %o the east. The large responses at 26Hz and 774z
show that the anomaly is due to a very good conductor of the type that
could be detected even through the gealoqgic ncise of Figure 2-42,

Numerical modeling suggests that the buylk resistivity of the body is 3.1 to



0.3 @-m, and its depth is about 30 m.

The geometrical aspects of EM anomalies also can be used to
discriminate between geological noise and target response. For example,
the 100 m by 100 m loop, with which the data of Figure 2-43 were taken,
averages the magnetic field cver a large area. Hence the response at short
wavelength of a surficial conductor is suppressed with respect to the
response at long wavelengths of a deep conductor. Hnfortunately,
conductive overburden produces anomalies of long wavelength in some
instances.

In another approach, the Newmont EMP system (Mabighian, 1977) measures
the magnetic fields in three orthogonal directiens to obtain geometrical
information about conductors. The transmitter is a large Turam-type loop,
and measurements are made in the time domain. In an important recent
development, Nabighian (1978) finds that at late times a layered earth
response can be subtracted from the total response; analysis of the
residual anomaly yields the correct parameters for the conductor if current
channeling is not significant. Figure 2-44 shows EMP anomalies in the
three orthogonal components at 5.63 msec over the Mutooroo deposit near
Broken Hil1l in New South Wales, Australia. The cverburden response has
disapoeared by 5.63 msec. The location of the bedrock conductor lies
directly beneath the peak of the ¥ component and beneath the crossover in
the Z component, Figure 2-45 shows that this location lies downdip of the
outcrop, as it should since the weathered sulfides are not highly
conductive. The strike of the conductor is c¢learly evident in the EM data
as Figure 2-45 shows. Kuo and Cho.(1980) discuss the quantitative

interpretation of the EM data over this deposit.
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Several other state-of-the-art means of enhancing the ratio of signal
to noise are given in the section on applications below.

A geological noise source which becomes of importance in rigid boom
AEM systems arises in magnetic bodies. Figure 2-46, from Fraser (1979)
shows a large magnetic signature and its suppression by the DIGHEM II
system., Figure 2-46 records (1) total magnetic intensity, (2) bird terrain
clearance, {3} coaxial coil in-phase, (4) coaxial coil quadrature, (5)
horizontal coplanar coil in-phase, (&) horizontal coplanar coil quadrature,
{7) the difference between channel (3) gnd one haif of channel (5}, {i.e.,
in-phase difference), (38) the difference between channel (4) and one half
" of channel (6) (i.e., guadrature difference), and {9} the apparent
resistivity of deduced from the horizontal coplanar coil pair. Unless more
than one coil configuration is used this noisa source cannot be suppressed

and can result in obscuring anomalies due to conductive targets as Fraser

notes.
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Applications
In this section we present a limited number of examples of solutions,

of difficult exploration problems, by use of advanced EM systems.

Airborne electromagnetics in arveas of conductive cverburden : tarly
application of the EM method in the Precambriagn Shield of Canada and
Scandinavia met with remarkable success because the target areas were
characteristically devoid of conductive overburden. As Shield exploration
targets gradually shifted to areas covered by deep conductive overburden,
success at first diminished. Then as experience was acquired with much
jmproved and more versatile eguipment, success again became remarkable but
at fncreased cost. Fraser {1979) provides an excellent example of
application of the frequency domain DIGHEM II airborne system in an area of
conductive overburden., The example is the AEM flight records over the
Montcalm deposit in Ontario, Canada (Fig. 2-47)}. The channel
identification is the same as in Figure 2-46. Insofar as both coil pairs
respond to a layered earth in the same manner, except that the response of
the horizontal copianar cail pair is twice that of the coaxial coil pair,
the difference channels largely eliminate the effect of the overburden
which dominates the quadrature channels {4) and (6) and degrades the ratio
of signal to noise of the in-phase channels (3) and (5). The resistivity
channel 1is very helpful in mapping overburden type in such areas. Smee and

Stnha {1979} discuss thea clay overburden problem in Tight of recent

technoiogy.

Figure 2-43

Ground electromagnetics in deeply weathered areas:

contains data from a SIROTEM survey over the Elura deposit in New South
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Wales, Australia {McCracken and Buselli, 1978). This massive sulfide
deposit is highly conductive {(~0.1 o m) but 1ies beneath a 100 m weathered
layer and hence presents an extremely difficult target. At the 2.0 msec
and 3.4 msec sampling time the response is in the hundreds of microvolts of
received signal per ampere of transmitted current and is due mostly to the
conductive weathered rock; the response of the deposit tends to be
obscured. At the 7.0 msec sampling time, the response of the weathered
layer is mostiy gone while the response of the deposit is decreasing; the
ratio of the 7.0 msec response to the 19.0 msec response can provide an
gstimate of the conductivity of the deposit. Unless a precise broadband
instrument had been used, the separation of weathered layer response from

syifide deposit response would not have been possibie.

Detecting a sulfide body by current channeling: We first study a more
or less routine application of the time domain UTEM system, Figure 2-48
contains one line of a UTEM survey over Texas Gulf Sulfur Company's IZ0K
massive sulfide deposit in the Northwest Territory, fanada. The
transmitting coil is at 2400 s and has dimensions 1000 m by 700 m.. The base
frequency of the triangular transmitted waveform is 3 Hz., At the earliest
detay {chan. 9, 50 us) the anomalous current is a general unidirectionat
current flow perpendicular to the profile which gives a large cross-over
angmaly on all Tines, At all later times, the anomalous currents are
vortices ifnduced locally in each conductor as in Figure 2-28a. These
currents produce siowly decaying negative ancmalies over each body.

Figure 2-49 contains a UTEM profile over a long, ribbon-iike sulfide

pody situated in flat lying unmétamorphosed sediments. The resistivity of
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the sediments above the sulfides is about 1000 @-m. The rocks below the
body are nmore resisitive, The near side of the transmitting loop is at'd
E; the hase frequency is 25 Hz. The dotted profiles are estimates of the
responses that would have been observed if the sulfides were not present,
The residual anomaly is of cross-over type, strongest ( 80%) at channel §

{ 0.5 ms). The anomalous current flow is unidirectional, i.e. of the
eurrent gathering type. This sulfide body is insufficiently conductive to
produce a visible ancmaly by local induction of circulating currents. Such
an anomaly would be due to a bifilar current flow and would have shown as a
weak negative anomaly persisting after the current gathering anomaly died
out. This deposit would not have been detected had not current gathering
been induced by the intermediate frequency part of the transmitted
spectrum, The half-space, or bedrock, response dominates at very short
times and the deposit does not respond at very long times. Once again a

broad passhand and high precision are reguired to solve a difficult

problem.

Detecting ove adjacent to disseminated sulfides in conductive

terrain: Resolution of adjacent conductors in some exploration problems
is essential if one is to minimize drilling of uneconomic sulfides and
maximize the probability of intersecting ore. One such problem arose in
the Foothills Copper Belt of California (Pridmore, et al., 1979). The
deposit in question is a typical volcanogenic massive sulfide pod which
grades laterally into a variably disseminated sulfide zone. The problem is

to resnlve the massive from the disseminated sulfides.



Figure 2-50 contains contours of tilt angle in frequency-distance
space for the fixed vertical coil configuration described eartier, The
massive sulfide response occurs at BS' over the frequency range 30 Hz to
1000 Hz and is of small amplitude., The disseminated sulfide response
occurs at CC' and is ten times larger in amplitude, and occurs at
frequencies above 2000 Hz. The overburden and weathered bedrock response
occurs at AA' and spans frequencies from 10° Hz to 10° Hz. By exciting the
earth over nearly four decades of freqency and making very precise
measurements of tilt angle (precise to 0.1Y), it is possible to separate
the effects of massive from disseminated suifides and to recognize the
overburden and bedrock response in the data. Turam and induced

polarization methods were unsuccessful in this difficult problem of

resalution.

Airborne detection of conductors beneath deep resistive cover:
Uranium occurs in association with graphitic pelites in the lower Aphebian
beneath the Athabasca sandstones of the Athabasca basin of Saskatchewan,
Canada. From outcropping around the basin, the Aphebian metamorphic rocks
become increasingly buried until towards the center of the basin these
rocks may be covered by more than 1000 m of sandstone. Fortunately the
sandstone is resistive (3000 2-m) so that cone can “"see through" it with
AEM methods rather readily, except in those parts of the basin where the
overburden is deep and conductive. INPUT anomalies, due to the graphitic
pelites, reportedly have been found beneath 200 m of Athabasca sandstone
cover. Figure 2-51 portrays a somewhat less dramatic but still very

important example of the ability of IH4PUT to see through resistive cover of
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depth about 125 m.

Uses of airborne electromagnetic systems: Initially, AEM systems were
used solely to search for anomalies over massive sulfide deposits; this is
still their most common use, We refer to this as AEM profiling. In later
years, the INPUT, DIGHEM, and TRIDEM systems have been used additionaliy to
produce maps of resistivity from the air. Seigel and Pitcher {1978) report
on the use of TRIDEM to map sand, clay, bedrock, and lignite. Fraser
(1878, 1979} reports on use of DIGHEM to estimate surficial resistivity and
thereby remove surficial conductors from consideration when one is engaged
in sulfide search. He also reports on the use of DIGHEM in mapping
permafrost, sand, and gravel. Palacky and Kadekaru (1979} report on the

use of INPUT in estimating overburden and bedrock resistivities.



Bastis for selecting a particular electromagnetic system

Ground systems, transmitiing loop size : [t can be argued that the
larger the loop the Targer the potential for exploring to greater depths.
The basis for this argument is that in the small dimensional 1imit the loop
is a dipole, whereas in the large dimensional timit the loop becomes four
line sources. Fields from a dipole fall off as 1/R3 whereas fields from a
tine source fall off as 1/R where R is the distance from the source to the
target. Coupled with the attractiveness of using larger loops for greater
depth of exploration is an opposing factor which is that a Toop couples
best with a body of its own dimensions and hence only very large targets
would be excited optimally by very large loops. The theoretical
computations of Lajoie and West (1978) confirm this analysis in a general
way but indicate that the optimum source dimension depends upon the
overburden and host rock resistivities as well as upon the dimensions of
the inhomogeneity. Fiqure 2-52 from Lajoie and West (1976) show two models
and their respective phasor diagrams. In these figures, the in-phase (IP)
and quadrature {Q) amplitudes are normalized with respect to the vertical
component of the primary magnetic field intensity on the surface, directly
over the thin plate model. MNote that the Targest percentage anomaly occurs
for a 1000 m to 2000 m loop for model 5 while it occurs from a 250 m x 500
m loop for model 6,

Ground systems, domain of acquisition . Electromagnetic data is always
collected as a time series describing an electromagnetic field at a point ?
and a time t. The resulting data may be processed and interpreted in the
Frequency domain (I;'EM) or in the time domain (TEM). In (FEM) the spectrum of

the wavefaorm is viewed through some frequency window or passband while in
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TEM the transient decay of an impulsive waveform is viewed through some time
window, also a passband. Observations at discrete frequencies or at
discrete times are most commonly made. There is no particular reason why
one transmitted waveform cannot be processed and interpreted in the
frequency domain, in the time domain, or in both domains simultaneously.
Attempts to design optimum waveforms have been made in recent years. Thus,
UTEM {Lamontagne and West, 1973) was designed to transmit a triangular
waveform and receive its derivative, a square waveform. Pseudo random
noise generators {Quincy et al., 1978) and sweep-frequency generators have
also been proposed. Enhancement of the ratie of signal to noise is the
reason for selecting these Tatter waveforms. Regardless of the method of
data processing and interpretation, the signal sensed at the recetver is a
superposition of a primary field, including the effects of a homogeneous
earth, and a secondary field reflected from a subsurface inhomogeneity.
Oristaglic et al., (1979) have attempted an assessment of the relative
merits of time and frequency demain systems. They conclude, among cther
things, that current technology favors time domain for minimizing the
geometrical part of instrument noise and for fast data acquisition with
attendant lower costs but at the expense of fewer decades of spectrum and
Tower ratioc of signal to noise.

Ground systems, decades of spectran i If the earth responded as a
single body, the anomaly to which it gave rise with any EM system would, as
a function of frequency, trend from a low frequency asymptote to a high
frequency asymptote in about three decades of frequency. Zone B at the
Cavendish Test Site in southern Ontario, Canada seems to respond this way

-t

to both a fixed vertical ccil and a fized horizontal coil over the



frequency range 102 to 10° iz, Figure 2-53 contains plots of a) the tilt @]
of the major axis of the projection of the ellinse of magnetic fisld
palarization on a vertical plane passing through the axis of a vertical
transmitting coil, b} the ratio = of the minor to major axis of this
projection of the aeliipse of magnetic field polarization on a vertical
plane passing through the axis of a vertical transmitting coil, and ¢} the
tilt a, of the major axis of the projection of the cllipse of magnetic
field polarization on a vertical plane passing through the axes of a
horizontal transmitting coil, All curves are both smoothly varying and
slowly varying. If the response of a sulfide body were always so simple and
predictable, then only two or three frequencies spread over a decade or
two, wouid bDe needed to learn all there is to know, electrically, about the
sylfide body. Indeed, until ten years ago this was the common assumption.
However, the earth can behave in a most unusual manner as a function of
frequency when not only the sulfide body, but the host rock, the overburden
and the other elements of the general earth alse contribute in the
frequency window used, This is illustrated in figure 2-34 in which plots
of e]iibticity and tilt angle over Zone A of the Cavendish Test Site are
contained. With vertical axial coil excitation, the tilt angie «; trends
from asymptote to asymptote over four decades of frequency while the
ellinticity e, at 10% Hz is at the high frequency asymptote, but never does
reach a low frequency asymptote four decades below this. #ith horizontal
coil and vertical rotating coil excitations the tiit angles, oy and ag,
respectively, at 10 Hz are at the low frequency asymptote but the high
frequency asymptote is never reached. The latter two curves are not at all

smoothly varying or aven slowly varying. It should be evident from the
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previous 111u5tratipﬂ that at least four decades and preferably five
decades of spectrum {1 Hz to 105 Hz) are required to understand the earth.
Mo;t commercially available systems use one to two decades and hence are
not suited to use over complex earths. On the other hand, advanced systems
such as GEOQPROBE use four decades of spectrum and hence are to be preferred
for complex earths. About four frequency or tirte samples per decade are
necessary to assure delineation of rapid changes of response with frequency
or tine.

Ground systems, signal-to-noise ratio: As has been described
previously, natural field and the geometrical part of instrument noise can
be designed to be small in a survey. Assuming that this can be done, one
ig left with geological noise and cultural noise. The latter two noise
SOUrces requfre very careful attention to detail but can be recognized
and/ar eliminated using numerical or scaled physical modeling. The cost of
assigning a particular part of an EM signature to either geological or
" cultural noise can be prohibitive and this then identifies a barrier for
future study as shall be described beiow.

Ground systems, lateral resolutiom: A conventional two loop system is
better for resclving two adjacent conductors that any of the other
source types. The smaller the size of the transmitting and receiving coils
the more this statement s true. However adjacent patches of conductive
overburden will be resolved as well as two adjacent thin ore veins; the
penalty is higher geological noise. Thus the 50 m to 100 m square loop
used as transmitter and receiver with SIROTEM sarves to filter out
geplogical noise but at the expense of lack of resolution of deeper

supsurface conductors, Further study of this nroblem is required,



Ground systems, coill configurations : The horizontal loop system is
more responsive to overburden and other flat lying conducters than is, say,
the rotating vertical loop system. This may be good or bad. Much more
numerical or scaled physical modeling is required before all comparative
studies of optimum coil configurations for all geclogic settings are
compieted.

Some coil configurations are much less susceptible than others to the
geometrical part of instrument noise as Table 2-3 indicates. As noted
earlier, one would use any time-domain system, Crone Shoothack, or vertical
rotating loop if removal of the effect of topoqraphy on this noise source
was paramount. Topographical noise is dependent upon coil configuration
and its recognition and reduction or removal is another harrier for future
study.

Airborme systems, transemitting cotll size ;: Except for the
semi-airborne Turair system, transmitting ceoil size cannot be varied to
optimize the response of that part of the geoelectric section with which we
are concerned, With Turair, the coil dimensions more often than not are
selected with the intent of reducing survey costs rather than optimizing
the response of a particular element of the gecelectric system.

Atrborne systems, domatin of acquistiion and decades of spectrum @ All
current AEM systems, whether they operate in the time or frequency domain,
can at best achieve one to one-and-one-half decades of frequency or
spectrum. This is insufficient to define the gecelectiric section
compietely and hence we should not look to current AEM methods for this

achiesvement.

dirborne systems, signal-to-noise ratto : All current AEM systems are



designed such that geological noise dominates over all noise sources other
than cultural under normal conditions of operation. As long as one deals
with a modern AEM system in good cperating condition, then he must accept
geological noise and cultural noise as part of the record he is attempting
to secure. The geological noise becomes most severe when terrain clearance
varies rapidly over an earth of low apparent resistivity (Ward, 1969).
With proper data processing, including removing the effect of variable
terrain clearance, this noise can contribute useful information about the
shallower parts of the geoelectric section {e.g. Fraser, 1978; Palacky and
Kadekaru, 1979}, Cultural noise severely 1imits the application of AEM
methods in urban areas.

Atrborme systems, lateral resolution, swath width, and depth of
exploration: The rigid boom systems exhibit higher lateral resolution than
gither the towed bird or semi-airborne systems. They do so at the expense
of reduction in ability to detect a conductor off to the side of the flight
Tine; costs increase with increase in lateral resolution. Depth of
exploration, provided geological noise is sufficiently suppressed, is
greater for ftowed bird and semi-airborne systems tﬁan for rigid boom
systems,

| ddvborne systems, coil configurations @ Fraser (1979) has clearly
established that the more coil configurations one uses in an airborne
electromagnetic system, the better is he able to understand the earth.
Fraser's work with DIGHEM Il is remarkable in this respect, The

opportunity to use a spectrum of frequencies 1s, however, sacrificed in the

process.



SELF POTENTTAL METHOD

Pringiples

The self potential {SP) method is based on the measurement of natural
potential differences, essentially direct current {DC}, in the ground.
These natural potential differences are caused mainiy by electrochemical,
electrokinetic and thermoelectic sourcas.

Electrochemical sources are involved with changes in the
concentrations of substances in the pore water solution. There are large
differences in the oxidation potential {Eh) between the aerated region
above the water table and the reducing region at depth {Sato and Mooney,
1960). The classical application of SP in mining exploration involves
massive sulfide ore bodies that span these regions. The conducting orebody
then acts as a conductor of electrons from the reducing region at depth to
the oxidizing region near the surface. The return current is provided by
pore water ions in the surrounding medium, and this current flow oroduces a
negative anomaly over the top of the conducting zone. Conductors other
than sulfides such as graphite, cased drill holes, pipes; etc. can also
generate potential differences by this mechanism. Sato and Mooney (1960}
rank the various minerals in their ability to produce anomalies as,
graphite (800 mv), pyrite {700 mv}, covellite {&00 mv), chalcocite (500 mv)
and galena (300 mv}.

Electrokinetic current and potential differences are caused by the
filow of pore water solution when the concentrations and mobilities of
cations and anions are different, a condition that can easily be caused by

clays and their associated exchange cations. lUnder these conditions a flow



of fluid drags along an excess of positive fons which constitute a positive
current,

Thermoelectric effects have a similar origin except that the driving
force is a temperature gradient rather than a pressure gradient. The

origin of SP anomalies by all of these mechanisms is discussed in detail by

Nourbehecht (1963).

Instrumentation and measurements

One of the advantages of the SP method is the simplicity of the
instrumentation and the measurement. A1l that is needed is wire, a high
input impedance voltmeter and a pair of non-polarizahle electrodes usually
of the porous pot variety. 0igital, battery operated voltmeters covering
the range from millivots to volts are readily available off the shelf and
rugged, nonpolarizabie Cu-CuS04 electrodes are common.

The potential measurements are simply made by implanting the
electrodes in the soil moisture region, which is usually a few to ten cm
deep, and reading the potential difference between the electrodes. The
distance between the measurements depends on the size of the source but is
usually in the range from 10 m to 100 m. Two technigues are commonly used,
the first and easiest makes use of a fixed, short length of wire which is Zleap-
frogged along the Tine, and both electrodes are moved. The successive
potential differences between stations are recorded and algebraically
summed to get the potential along the line relative to the first electrode.
The second technique leaves ane electrode fixed, and the other {5 advanced
along the line, and the total potential difference with respect to the

fixed electrode is measured directly. Each of the methods has its



advantages and disadvantages which will be discussed later.

Problems

Measurement errors, i.e. noise, arise from the electrodes, small scale
variations in the ground potential, and on a larger scale, telluric
currents. Etlectrode generated errors, sometimes called pot noise, can
arise from temperature changes, electrolyte concentration changes in the
porous pots and in the porous ceramic. These errors usually occur as stow
drifts in relative potential over a period of hours. They can be partially
compensated by checking thg potential differences between the electrodes,
at the same location, several times during the course of the survey and
using this data to make linear drift corrections. Hatering of the
electrode stations, to reduce pot resistance should be avoided as it can
cause potential transients of 5 to 10 mv, Tasting as Tong as an hour

{Corwin and Hoover, 1978).

Small scale (cm to m) potential differences exist in the qround due to
changes in the soil and soil moisture and the biological activity of
plants. These potential differences are typically in the range from 1 to
10 my and can be partially compensated by making a number of readings over
a smail area and averaging the results.,

Telluric currents produce potential gradients in the range from 1 to
10 my/km. On long lines these potentials can he a source of error,
Relatively rapid fluctuations (from 1 to 10 sec), when observable on the
meter, can be averaged but this is not practical for Tonger period
fluctuations. These could be partially compensated by monitoring the low

frequency variations on a fixed dipole but this is not usually done.



Cultural effects due to DC power systems, pipes, cased dfﬁ]T holes,
roads {disturbed soil) and cultivated fields (fertilizer) have been
observed. Topographic effects, possibly do to the motion of groundwater,
are also present,

in considering the possible noise sources we see that the leapfrog
method has the logistic advantage of using a short Tine but since both
electrodes are moved it is subject to more pot noise. This technique
combined with the finite precision of the measurement acts 1ike a high pass
spatial filter and attenuates the long wavelength, low amplitude
fluctuations. This is effective in reducing the effects of telluric
currents, but it will also attenuate the lTong wave length anomalies due to
other sources., The Tong line method has the advantage of pot noise from
only a single electrode but at large distances the telluric current
variations can cause problems,

Data quality can be assessed by repeated measurements and by closure
errors on closed loop surveys. With reasonable care, repeated surveys show

a typical scatter of 5 mv to #10 mv and closure errors as small as a few

tens of miliivoits.

App lieations

The original application of SP measurements in mining exploration was
in the search for massive sulfides. The technique is useful for shallow
ore bodies that span the oxidizing-reducing environments. Figure 2-55
snows the SP and horizontal loop EM responses over a zone containing
semi-massive sulfides {R. F. Corwin, pers. comm.). Both techniques

delineate %the ore zone quite nicely. Presently, SP is little used in
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mining exploration since shallow massive sulfides are casy tarqgets for many
geophysical techniques and most easy targets have been found.,

More recent applications of S? are to be found in the search for
geothermal resources where the sources of the anomaly are thought to be
electrokinetic or streaming potential and poassibly thermoelectric and
electrochemical (Corwin and Hoover, 1978). Anomalies associated with
geothermal areas and hot springs are often dipolar in form; both positive
and neqative reqions exist. The magnitudes of the anomalies are small,
usually less than 100 mv, and the wavelengths are large, often of the order
of kilometers. These factors make the detection of geothermal anomaiies
difficult and have lead to recent improvements in technique and reliabiﬁity
of the data.

Another area of recaent interest is the use of SP in enginearing
applications. Ogilvy et al. (1969) and Bogslovsky and Cgilvy (1973)
describe the use of SP to outline areas of water leakage around dams and
drainage structures. SP methods have also been suggested as a possible
togl in the'exp]oration for uranium deposits of the rgoll front type wherein

a redox couple exists. The use of SP in these other applications is still

very limited in the U.S.

Interpretation

In general, very 1ittle quantitative interpretation is used in
conjunction with SP measurements. The form, magnitude and the halfwidth of
the anomaly can be used as with other potential methods to put some limits
on the depth, size and perhaps the dip of the source. Some nodeling with

various SP source mechanisms has been done (Hourbehecht, 1963; Corwin and



Hoover, 1978) but generally for simple sources and bodies. The utility of
the method in various applications wiil probably have to be further

demonstrated before much additional progress is made in this area.
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FIGURE CAPTIONS

Fig. 2-1.  Sine wave decomposed into in-phase and quadrature components.
Amplitude is designated by A, phase bys , period by T, and

frequency by f.
Fig., 2-2. Typical time domain waveform.
Fig. 2-3, Eqguivalent ¢ircuit and response for I[P effects in rocks.

Fig. 2-4, interpretation modeis: p denotes resistivity and ¢ denotes [P
resbonse, 1D - one dimensional, 2D - two dimensional, 30 -

three dimensional.

Fig. 2-5, Common electrode arrays, geometric factors, parameters dis-

played, and use.

Fig. 2-6.  Typical in-situ IP phase spectra for various types of minerali-

zation.

Fig. 2-7. Theoratical attenuation of the IP response of a Targe 2D hody

or conductive overburden, [Computed by C. M. Swift, dJdr.)

Fig. 2-8, EM coupling due to a 3D conductive (1 9-m) prism in a 100 @-m
earth. Prism width 2000 ft (610 m), depth extent 3000 ft {915

m), length 6000 ft (1830 m), and depth 1000 ft (305 m}.

Fig. 2-9. Extrapolation method of removing EM caoupling from [P data.
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2-10.

2-13.

2-14.

2-15,

2-16,

2-17.

. 2-18.

. 2-19.

Generalized spectrum of natural magnetic fields (after

Matsushita and Campbell, 1967}.

Apparent resistivity anomaly due to a 2D valley with 30

degree slopes {after Fox et al., 1980).

Apparent resistivity anomaly due to a 2D ridqge with 30 degree

slopes (after Fox et al., 1980).

Total electric field IP response (8,%) and quadrature field
direction in the earth for a body of units 1 W, 1 DE, and 5 L
with no resistivity contrast. Large numbers in pseudosection
are IP response for the transmitter dipoie considered. 3roken

arrows show direction of primary field.

Prism model for I[P response study in Figures 15-24.
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Effect of strike length on IP response: W

pzfpl =1,

Effect of depth on IP response: W =2,DE =4, 1 =25, ;;z/p,i =

ll

i

Effect of width on IP response: DE =4, L =5, 0D =1, o,/p, =

I.

Effect of depth extent on IP response: W =2, L =5,0=1,

92/01 = 1.

Peak dipole-dipole IP response versus resistivity contrast for

sphere, 30 prism, and 20 bhodies.
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2-20.

2"21 -

2-23.

2-24.

2-25,

2-26.

2-28.,

Effect of position of line along strike: W =2, BE =4, L =5,

b =1, py/o, = 1.

Effect of electrode position with respect to body: W =2,

DE=4,L=5,0=20.5 p,/py = 0.2,
[P response of a dipping conductive body: p,/p; = 0.2.

IP response of a dipping resistive body: o,/p = 5.0,

Superposition of [P responses due to two prisms: W =1, DE

4, L=5,D =1, p,/py = 0.2,

IP response from deep sulfide mineralization beneath resistive
overburden - Kennecott Safford, Arizona, porphyry copper

deposit.

IP response from sulfide mineralization heneath low-resistivity

cover - Lakeshore, Arizona, porphyry copper deposit.

The generalized geologic model used for the electromagnetic

method in the search for massive sulfides.

a) Circulating or vortex currents associated with electro-
magnetic induction in a conductor in a resistive haltf-space.
The vortex currents add the anomalous AE to the normal E

racorded by the receiving coil.

b) Uniform currents induced in a half-space by a transmitting
coil. The uniform currents add the anomalous AE to the

normal E recorded by the receiving coil.



Fig., 2-29.

Fig. 2-30.

Fig. 2-31.

Fig. 2-32.

Fig. 2-33.

Fig., 2-34,

c) A combination of vortex and uniform currents induced in an
inhomogeneous half-space. The vortex and the uniform
currents, in interaction, both contribute to aE. This is

also a pictorial representation of current gathering.

Time and frequency domain responses for good and poor con-

ductors {after Oristaglio et al., 1979},

Turam survey over the Freddie Yell massive sulfide deposit in

Western Australia {after Hohmann et al., 1968).

a) Model curves obtained with the F-400 AEM system over a
horizontal ribbon 400 m wide and over a vertical half-plane,
Circles indicate peak amplitudes measured over the Whistle

oreboedy, near Sudbury, Ontario, Canada.

b) Quadrature amplitudes {Q) at two frequencies recorded by
F-400 system over the Whistle orebody. H is the ferrain

clearance of the aircraft {after Palacky, 1978).

Profiles of e(t)/I over a thin horizontal conducting overburden
overlying a thick vertical plate. The dual loop configuration
gives a stronger response from the vertical plate and is less

masked by the overburden (after Spies, 1975).

PTot of in-pnase and quadrature normalized anomalous field
ampiitudes, for variable plate and host half-space

conductivities {after Lajoie and West, 1974).

Principle of the AFMAG phase detection systen.



Fig. 2-35.

Fig. 2-36.

Fig. 2-37.

Fig. 2-38,

F.igo 2"39-

The four basic source types used in electromagnetic exploration
consist of a) coplanar horizontal, coplanar vertical, or
coaxial loop pairs, b} a large rectangular source locp to which
a2 single horizontal or vertical receiving coil is referenced,
c) a single loop which is used sequentially as transmitter and
as receiver in the time domain or whose impedance is measured
in the frequency domain, and d) a grounded wire source to which

electric and magnetic field components are referenced.

The orientation of the planes of the loop and of the magnetic
dipole moments for a) the horizontal loop method, b} the

vertical coaxial loop methed, and c) the vertical copianar loop

method.

The orientations of the receiving and transmitting ceils for
the Crone Shootback method in a) vertical transmitting coi?l

mode, and b) horizontal transmitting coil mode.

The orientaticns and dispositions of the transmitting and
receiving coils for the broadside vertical loop method in a)
plan view; b} section through the vertical plane of the

transmitting coil, and ¢} vertical section through the

receiving ¢oil.

The orientations and dispositions of the transmitting and
raceiving coils for the rotating vertical Tosp method in a}
plan view, and in b) vertical section through the transmitting

coil plane.



Fig., 2-40.

Fig. 2-41.

Fig., 2-42.

Fig. 2-43.

Fig. 2-44,

Fig. 2-45,

Fig., 2-46.

Fig. 2-47.

Dual c¢oil method of measuring tilt angle o and ellipticity e
along the axis of a vertical loop. S is the signal coil, R is
the reference coil, while hy and h, are the major and minor
axes, respectively, of the ellipse of maqgnetic field

polarization.

Basic configurations of airborne electromagnetic systems.
Turam data obtained in arza of high geclogical noise.

Profiles at four time delays of single loop SIRUTEM survey
over the Elura massive sulfide deposit, MNew Scuth Waies,

Australia {after McCracken and Buselii, 1978).

Profiles of three orthogonal magnetic field components
obtained with the MNewmont EMP system over the Mutooroo depesit

near Broken Hil1, S.A., Australia (courtesy disac Nabighian).

Plan view of interpreted position of conductor deduced from
Hewmont EMP results, relative to weathered outcrop positions at
the Mutooroo deposit near Broken Hill, S.A., Australia

{courtesy Misac Nabighian).
Profile record from a DIGHEM flight.

Profile record from a DIGHEM flight perpendicular to Montcaln

orebody, Ontario, Canada. The hachures define the contribution

from conductive overburden {after Fraser, 1979}.



Figo 2-480

Figl 2’49-

Fig. 2-50.

Figc 2-510

Fig. 2-52.

UTEM profiles across the [ZOK massive sulfide deposition in
the Northwest Territories, Canada {courtesy G. F. West and Y.

Lamontagne}.

UTEM profiles across a buried flat-lying sulfide body of
relatively low conductivity {(courtesy G. F. Hest and Y,

Lamontagne).

Contours of tilt angle in frequency-distance space obtained
with the University of Utah 14 frequency system across a
volcanogenic sulfide deposit in the foothills copper belt of

California (after Pridmore et al., 1879).

INPUT profile across graphitic pelite of the Aphebian

metamorphic rocks beneath the Cambrian Athabaska sandstone,
Saskatchewan, Canada (courtesy Questor Surveys Limited, Asamera
0i1 Corporation Limited, Saskatchewan Mining Development

Corporation, Kelvin Energy, and E. and B. Explorations).

a) Geometry for models 5 and 6, transmitting loop size in

meters, f = 500 Hz.

b} Plot of in-phase and quadrature normalized anomalous field
amplitudes, for variable plate conductivity and transmitting

loop size in meters for modei 5.

¢} Plot of in-phase and quadrature normalized anomalous field
amplitudes, for variable plate conductivity and transmitting

Toop size in meters for model 6 {after Lajoie and West,



Fig. 2-53.

Fig. 2-54.

Fig., 2-55.

1976).

Peak-to-peak tilt angle © and ellipticity X for the fixed
vertical coil; and peak tilt angle A for the fixed horizontal

coil. All are plotted against frequency for Zone B, Cavendish

Test site {after Ward et al., 1974).

Pegk-to-peak tilt angle © and ellipticity X for the fixed
vertical coil; peak-to-peak tilt angle X for the vertical
rotating coil; and peak tilt angle A for the fixed horizontal
coil. A1l are plotted against frequency for Zone A, Cavendish

Test Site (after Ward et al., 1974).

Comparison between SP and EiMf anomalies over shallow massive

sulfide zone {courtesy R. F. Corwin).
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SECTION 3 - GRAVITY AND MAGNETIC METHODS

Introduction

Although many differences exist between them, gravity and magnetic
methods of prospecting are often discussed together because of similarities in
data display and interpretation techniques. In this section we will consider
the principles, instrumentation, data collection, data reduction and
application separately and then review interpretation methods together. Good
general references include Grant and West (1965), Dobrin (1976), Rac and
Murthy (1978), and Parasnis (1979). Excellent current reviews are given by

Tanner and Gibb (1979} and Hood et al. (1979).

Principles of the Gravity Method

The gravitational force between two bodies of masses My and M is given
by Newton's law to be F = G M1 MgXPZ’ where G is the universal gravitational
constant and r is the distance of separation. The force is one of attraction
and is directed along the line connecting the bodies. In gravity prospecting
we often speak about the acceleration of gravity, which is the acceleration
that a freely falling body would experience in the earth's gravitational
field. This acceleration is given by G MeXrg, where Ma and r, are the mass
and radius of the earth respectively., 1t is found by measurement that the
earth's gravitational acceleration is about 983 gals (cm/secz) at the poles
and about 978 gals at the equator. The gal and the milligal are common units,
named after Galileo, used in gravity prospecting. Gravity is less at the

equator than at the poles because the equatorial radius is greater than the



polar radius and because of the variation with latitude of centrifugal force

due to the earth's rotation.

Modern gravity meters routinely measure spatial variations in the earth's
gravity field to 0.0l milligals {1 part in 108) gr better in field
application, and the newest generation of instruments is capable of ¥ 0.002
miliigals under ideal field conditions. These spatial variations in gravity
are caused by lateral variations in rock density. The average density of the
earth is 5.5 gm/cm3 and the average density of crustal rocks is about 2.67
gm/cm3. We conclude that density must increase with depth in the earth.

Such vertical density changes are not detected in surface surveys - only
lateral densit& changes are detected. Because near-surface density variations
affect the gravimeter more than do deep varfations, in accordance with the
inverse square nature of Newton's law, most gravity variations of interest in

mining exploration result from lateral changes in density within shallow

L]

crustal rocks.

Rock density depends upon mineral composition, degree of induration,
porosity, and compressibility., Shales display marked variations of density
with depth because of their relatively high compressibility. As é general
rule, older sedimentary rocks are higher in density than younger sedimentary
rocks. Most plutonic and metamorphic rocks display smaller ranges in density
than do sedimentary and volcanic rocks. Acid igneous rocks are less dense
than basic igneous rocks. VYolcanic rocks often display rapid density
variations due £o porosity changes from place to place. Tabie 3-1 lists

typical values of density for a variety of rock types. Note that density



TABLE 3-1

DENSITIES OF ROCKS AND MINERALS
(Modified from Dobrin, 1976, with additions)

NAME DENSITY, gm/cm3
Range Average
Alluvium and Soil 1.6-2.2 1.90
Sandstone 1.6-2.6 2.32
Limestone 1.9-2.8 2.54
Dolomite 2.4-2.9 2.70
Shale 1.8-2.5 2.42
Granite 2.5-2.8 2.67
Diorite 2.56-3.0 2.84
Gabbro 2.8-3.1 2.98
Diabase 2.8-3.1 2.97
Dunite 3.2-3.3 3.28
Quartzite 2.6-2.? 2.65
Gneiss | 2.6-3.1 2.75
Schist 2.6-3.0 2.82
Slate 2.6-2.8 2.81
Amphibolite 2.7-3.2 2.99
Eclogite 3.3-3.5 3.39
Salt 1.90-2.20 2.15
Pyrite 4,9-5.2 5.00
Pyrrhotite 4.5-4,7 4.60
Sphalerite 3.9-4.1 4.00
Magnetite 5.0-5.2 5.10

Water - 1.00



variations greater than 25 percent of the average crustal density, 2.67
gn/cm3, are rare in near-surface rocks. This variation is in sharp contrast
to electrical and magnetic properties of rocks, which can vary over several

orders of magnitude.

Imstrumentation

Exploratiaon gravity meters are among the most sensitive mechanical
instruments man has mada. Modern meters can detect gravity changes of 0.002
milligals, which corresponds to the change in gravity that would be observed
by reading the meter and then setting the instrument 0.65 c¢m higher in
elavation and rereading. Gravimeters do not measure the absolute value of the
earth's field, but instead detect gravity differences from place to place by
measuring the change in the earth's attraction for 2 small mass of about 1 gm.
Changes in the extensions of a delicate system of fused quartz springs that
support the small mass are detected. Fused quartz s generally used because
of its known and relatively stable thermal and mechanical properties. .tven
so, temperature compensation and thermostatic control are necessary to
decrease drift. Gravity meter construction is an art that few possess and

each meter is handcrafted.

For mining purposes, most gravity surveys are conducted on the ground,
although shipborne gravity survey techniques are also welil developed and are
used by the petroieum industry and by geodesists. State of the art in
airborne surveys seems to be about 5 to 10 milligal accuracy, which is
insufficient for most mining application. Development of an effective
airborne gravity gradiometer seems practical, however, and if such a system

could be deployed it would have important application to minerals exploration.



Effective borehole gravity meters have been recently developed and are in
routine use (Jageler, 1976; Glenn, this paper}. Appiications include locating
bodies that the drill hole has missed and determining bhulk rock density, which

can often in turn be related to Tithology, porosity and fracturing.

Surveying and data reduction

Field surveys are performed by reading the gravimeter at selected station
sites, either on g regular grid or in an irregular pattern as station access
and optimum survey design dictate. Repeated readings are commonly made at
one- to four-hour intervals, at one or more previously established base
stations in order to determine instrument drift and local tidal variations.
Variations in base station readings are assumed to be Tinear or smoothly

varying between field station readings, and this information is used to

correct field readings.

Information in addition to the gravimeter reading must be known at each
site in order to reduce the raw field data. The instrument must be carefully
calibrated. Calibration is initially done by the manufacturer, but it should
be checked periodically either by repeated readings between two or more
stations whose gravity differences are known or by using other methods.
Corrections must be made for differences in elevation and latitude among the
stations. The latitude correction removes the effects of the northward
increase in the earth's field. There are two elevation effects that are
usually combined into one correction (Figure 3-1}. A reference elevation is
selected to which all elevation corrections are made. For simplicity, in the

following discussion the reference elevation is assumed to be the elevation of
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the survey base station although any elevation could be selected. The free-air
correction accounts for the decrease in the gravity field with increasing
distance from the earth's center, but the correction ignores the mass of
material that lies between the ground surface and the reference elevation.

The Bouguer correction accounts for this mass by assuming it to be an infinite
siab of uniform thickness and specified density. Variations from this slab
assumption are accounted for by a topographic correction which is commonly
applied only in areas of rugged topography. Both the Bouguer and the
topographic correction require an assumption for the density of near-surface
rocks. This density is often assumed to be 2.67 gm/cm3. An incorrect density
assumption will generate false anomalies that correlate with elevation changes

(Grant and West, 1965 p. 241). Care must be exercised to choose the correct

density, particularly in rugged areas.

By reading the gravity meter in turn at a base station and at a field
station, an observed gravity difference between the stations, 94pss 18
determined as follows:

9obs * C(Rgty = Rpage * 0) (3-1)

Where Rsta and Rhage 2re the meter readings at the field base stations, 0 is
the drift and tidal ?ariation and C is the instrument calibration in milligals
per dial division. In the absence of a gravity anomaly at the field station,
the theoretical difference in gravity, 9:, between field and base stations
would be:

9+ = latitude effect + free afr effect + Bouguer effect + terrain effect

= + 0.8121 Sin2¢ mgal/km {north of base station) - 0.3086 mgal/m



(above base station elevation) + 0.04186 p mgal/m {above base station

elevation) - terrain effect. (3-2)

In this formula ¢ dis the geographic latitude and p the assumed Bouguer
density. Signs are as given for a station nowth of the base and above the
selected reference, i.e. base station, elevation. If the station is south of
the base or below the reference elevation, the appropriate signs must be
reversed, The terrain effect is always of the same sign. [t may be

calculated by operation on topographic maps with terrain correction charts or

with an appropriate computer program.

The anomalous gravity value, Gstas at the field station relative to the

base value, Gyage® 15 Jiven by

Ssta = Gpase * dobs - 9t

= Gpase + Gobs ~ 0.8121 Sin Z24/mgal/km
{north) + 0.,3086 mgal/m (above base) - 0.04186p

mgal/m {above base) + terrain correction, {3-3)

Any convenient value for Gy .. may be taken. If the gravity anomaly
relative to the International £17ipsoid is known for the base, then that value

is generally used because the field station then becomes tied to other similar

stations elsewherae on earth.

From the above formulas we see that north-south station location must be
known to about 10 m and elevation must be known to about 0.05 m in order to
make the Tatitude and elevation corrections of the same arder as the .01

milligal specifications of many surveys. The newer generation of more



sensitive instruments requires correspondingly more accurate location and
elevation information. Not all gravity applications require this accuracy,

however, and surveys should always be tailcored to the problem to be solved.

Applications
The gravity technigue can facilitate solution to a wide variety of

geological and exploration problems. As with other geophysical techniques
successful application depends critically upon trained and experienced
geophysicists and technicians who pay attention to detail and who work closely

with the geologist during survey design, data reduction, and interpretation.

Because the gravimeter detects lateral variations in rock density, a
density contrast must exist between the rock body under investigation and its
country rock. If the body under investigation has a smaller density than the
country rock, we say that there is a negative density contrast, and we expect
the body to shoﬁ a relative gravity low. Because the range of density in
rocks is small, density contrasts of interest in exploration are small
compared with the physical property contrasts in magnetic and electrical
surveys. Survey variations due to latitude and elevation changes will often
be much greater than the anomaly sought. Meticulous care must be taken in

survey procedure and data reduction,

In some cases, orebodies have been directly detected by gravity surveys.
Copper ore associated with massive pyrite bodies was discovered by underground
gravity surveying at Bisbee, Arizona (Rogers, 1952; Sumner and Schnepfe,
1966). Gravity data were acquired along mining levels and were then contoured

for interpretation both on levels and on vertical sections. Figure 3-2 shows
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such a vertical section at Bishee {Sumner and Schnepfe, 1966; Fig. 4}. The
cross-hatched areas are the interpreted positions of dense sulfide bodies
required to explain the observed gravity anomalies. HNote the existence of
gravity highs above the interpreted bodies and gravity lows below. The
authors state that of the recommended drill holes, 80 percent encountered

sufficient sulfides to account for the gravity results.

Orebodies are often studied after discovery but prior to mining by
gravity surveying to determine orebody dimensions, ore grade, and tonnage.
Hinze (1966) gives examples of gravity studies to determine location and grade
of iron orebodies in Minnesota, Wisconsin and Ontario, and concludes that
gravity techniques can be superior to magnetic techniques in certain cases.
Tonnage calculations can be made for some orebodies by calculating the excess
mass needed to account for the gravity anomaly (Hammer, 1945; Grant and Wast,

1965, p, 269). Such calculations usually yield minimum figures for actual

tonnage.

Acidic intrusions, that are commonly associated with mineralization,
sometimes have an associated gravity low. U..S. Geclogical Survey open-file
data show this effect at the Questa district, New Mexico where the low extends
several miles east of known economic mineralization and presumably outlines
prospective intrusive rocks at depth. Gravity lows are also observed in many
intrusive complexes in the Basin and Range province, Stacy (1976) has
documented a correiation between negative gravity anomalies of about 30
milligals and exposed guartz monzonite plutons in British Columbia, and has

used this correlation to postulate locations for other plutons beneath



volcanic cover. Ader et al. (1973) used results of a gravity survey to
propose a model, for the subsurface configuration of the Guichon Creek
batholith in British Columbia. From the model, a relationship between the
occurrence of known disseminated mineraiization and batholith geometry was

postulated and this relationship forms a valuable guide to further

prospecting.

Plouff and Pakiser {1972) show a good example of the use of gravity data
to model the geometry of a rather large intrusive complex in southwest
Colorado. Figure 3-3 shows the salient features of the area and the gravity
data. The large gravity low is postulated to be due to a concealed batholith

that underlies a caldera complex in the San Juan Mountains.

Gravity surveys have been done in the Basin and Range Province and in
many other areas of similar structure for the purpose of determining the
thickness of basin fill. Gravity lows generally correlate with areas of
thicker, low density alluvial material, Kane and Pakiser (1961) give a good
example of this application in the Owens Valley of California. The method
works well except in areas where intercalated volcanic rocks occur or where

the alluvium is well consoiidated. In both instances the density contrast
between bedrock and basin fil11 becomes small and can approach zero, rendering
the method ineffective. Gravity interpretation for alluvial-filled hasins

usually yields minimum alluvial thickness.

In massive sulfide exploration, the gravity method has been used as
detailed follow-up to ground EM surveys to help differentiate sulfide and

graphite conductors. Higher priorities for drilling can be given to areas
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that show coincident positive gravity and EM anomalies, but care must be taken
not to drop EM anomalies from consideration simply for lack of a gravity
response. [If an orebody is narrow or pipelike and is more than a few tens of
feet below the surface, the gravity anomaly can be so small as to be lost in
geologic noise. For example a vertical tabular orebody, 60 percent sulfide
minerals, of 12 million tons that is 10 m wide and buried 30 m to the top will
give a maximum gravity anomaly of only 0.5 milligais. Nevertheless, gravity
surveys have been found useful in massive sulfide exploration by Seigel et al.
{1968) at Pine Point, by Brock (1973) at Faro, Yukon territories, by Schwenk
{1974) at Flambeau, Wisconsin, and by many other investigators. A Pine Point

example is shown in Figure 3-4,

Principlies of the Magnetic Method
The earth's magnetic field is believed to originate at great depth,
although time-varying perturbations to this field originate ocutside the earth,
principally in the icnosphere, Although many theories have been advanced to
explain the earth's magnetism, the favored one is that fluid motions in the
electrically conducting iron-nickel core of the earth cause a self-
perpetuating dynamo effect that generates and sustains the field. The

detailed fluid motions and mechanisms have never been formalized, but the

basic concept seems sound.

To a good approximation, the field at the earth's surface is dipolar and
thus resembles the field that would occur if a powerful bar magnet were placed

at the earth's center., The general shape of the earth's magnetic field is

shown in Figure 3-5. The dipolar axis does not correspond with the earth's
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rotational axis but is displaced siightly in direction. Thus the north and
south magnetic poles, where the field becomes vertical, do not correspond with
the geographic poles. As a result of this and of the existence of very
broad-scale, large-amplitude non-dipolar field components that also originate
in the earth’'s core, lines of magnetic longitude and of gecgraphic longitude

are not parallel, and the compass needle dces not point to geographic north or

south,

The earth's field varies in intensity from about 25,000 gammas (1 gamma =
1 nanotelsa=10-5 cersted) at the magnetic equator tc about 70,000 gammas at
the poles (Figure 3-5}. In direction the field is horizontal at the equator

and vertical at the poles. Over most of the United States the field dips 60 |

to 70 degrees northward.

Magnetometérs, in common use, measure variations in the intensity of the
gearth's field to about 1 gamma, although instruments that detect changes as
small as 0.001 gammas are available. Spatial variations in the earth's
magnetic field of interest in exploration are due to lateral variations in the
magnetization of rocks near surface. Vertical, that is, layered changes in

rock magnetization are not detected in magnetic surveying.

The origin of magnetization in rock materials invelves considerations an
the atomic and molecular ievel, and is beyond the scope of this section. Rock
magnetism is a complex topic whose details are still being studied. Strangway
(1967a and b; 1970) and Doé]i and Cox (1%67) give good summaries of this and

related topics. Rock magnetism has been treated in detail by Magata (1961).



For our purposes there are three main points to note. First, magnetic
minerals and rocks have a component of magnetization, often the chief
component, due to induction in the earth's field. This induced component is
the response of magnetic minerals to the earth's field, is proportional in
intensity to the earth's field strength, and is in a direction parallel to the
earth's field. The constant of propoerticnality is termed the mugnetic sus-
ceptibility, Second, another form of magnetization called remgnent oOr
permanent  magnetization often exists and is superimposed on induced
magnetization. Remanent magnetization can form as a result of cooling of an
igneous rock from a moiten state, as a result of metamorphism, as a result of
chemical changes, or from other causes. The remanent componént of
magnetization can be either weaker or stronger than the induged component, and
it is often not in the same direction as the induced component. Remanent
magnetism complicates interpretation. Rocks having small mineral grains
commonly have a larger remanent component than theose having larger mineral
grains because the stability of remanent magnetization is related to grain
size. Third, above a temperature known as the Curie temperature,
magnetization changes and, for exploration purposes, rocks cease to be
magnetic., The Curie temperature of pure magnetite is 5800C, but impurities
can alter this value. This temperature is attained in the earth's crust at a
nominal depth of 25 km, although the Curie point isoctherm is believed to be
much shallower in some areas such as areas of high heat flow., Our point is
that the majority of the anomalies seen on magnetic maps result from sources

in the earth's crust because deeper rocks ara above the Curie temperature and

therefore do not contribute.



Only a few minerals are sufficiently magnetic to cause measurable changes
in the earth's field. Thése are Tisted together with their magnetic
susceptibility and ranges for the susceptibility of common rocks in Table 3-2.
Magnetite is usually the magnetic mineral under consideration in exploration,
It is both highly magnetic and widely distributed, principally as an accessory
mineral., Empirical relations have been estabiished between magnetite content
and magnetic susceptibility of rocks {for example, see Mooney and Bleifuss,
1953). One commonly used rule of thumb is that 1 volume percent magnetite
results in a magnetic susceptibility of about 3000x10-6cgs, but this can be
highly variable. If remanent magnetization is present and unrecognized, the

magnetic susceptibility, and therefore magnetite content, interpreted from the

anomaly can be too large or too small.

Most magnetic maps show lateral variations of magnetic susceptibility in
rocks of the crust. Magnetic susceptibility depends chiefly on magnetite
content. Geologists who understand the meaning of magnetite distribution in

particular areas can materially assist the geophysicist in interpretation.

Instrumentation

A number of magnetometer types are in use today. Almost all types are
alectrenic rather than mechanical and meost types can be used for airborne,
ground, and submarine surveys. Detailed discussion is beyond the scope of
this paper, but can be found in Dobrin (1976) or Parasnis (1979). Hood et al.
(1979) give a very valuable summary of instruments available today, including

manufacturers and specifications. Only a few words will be written here about

the most important instrument types.



TABLE 3-2
MAGNETIC SUSCEPTIBILITY FOR COMMON MINERALS AND ROCKS

ROCK OR_MINERAL MAGNETIC SUSCEPTIBILITY X100(cgs)
Approx, Range Typical Value
Sedimentary Rocks 0-2,000 200
Acidic Igneous Rocks 600~6,000 2,500
Basic Igneous Rocks 1,060-20,000 5,000
Magnetite 300,000-800,000 500,000
Pyrrhotite -—- 125,000
[Tmenite “— 135,000

Franklinite - 36,000



The flux-gate magnetometer uses an element whose magnetic saturation
value is only slightly larger than the earth's field., Variations in the
garth's field are detected by measuring the variation in the additional field
that must be applied to the element to cause saturation. This instrument is
Lsed to measure the total magnetic field in airborne installations and the
vertical field component in ground equipment. Most survey installations are

capable of about one gamma resolution.

The proton-precession magnetometer measures the precession frequency of
protons in the earth's field. This freguency is proportional to the field
strength. The sensor is a wire coil wrapped around a bottle containing a
hydrogen-rich source such as kerosene. In both airborne and ground

instruments the total field is sensed. Most instruments are capable of about

I gamma resolution.

Higher sensitivity can be attained by use of -optically pumped
magnetometers. These instruments meésure the difference in energy levels for
elactron orbits developed in a suitable alkali metal vapor (cesium or
rubidium) by the earth’s field. These magnetometers have a sensitivity of
about 0.005 gammas, which is sufficient to allow two sensors separated by a
suitable distance to measure magnetic gradient. Total field and vertical
gradient airborne surveys are available to facilitate difficult interpretation

problems, Both herizontal and vertical gradient equipment is available for

ground use.

Cryogenic magnetometers, using low-temperature physics, are of recent

development., The Josephson junction effect is exploited by a device called a



Squid, which stands for superconducting quantwn interference device , and
which is maintained at 4.20K, the temperature of liquid helium. Squid
magnetometers are so sensitive that instruments are under development that
will measure magnetic¢ gradients in three orthogonal directions in the same
aircraft installation. This installation would, of course, also record total

field, and such a comprehensive set of data would facilitate much better

interpretation.

Instruments are also available for measuring the magnetic susceptibility
and remanent magnetization component in rocks either s situ Or in the
Taboratory. Such rock property measurements are of great value to the
interpreter because they help him understand the variations of these important
properties over the survey area, and because they facilitate correlation of

interpreted results with actual rock types.

Surveying and data reduction

Field surveys are performed on the ground, from the air, and by towed
sensors under water, On the ground, stations can be occupied either on a
regular grid or along available access. Repeated readings are usually made at
a base station or, alternatively, a recording base station is operated to
facilitate removal of normal diurnal variations and to determine whether or
not a magnetic storm is in progress, Surveying should not continue during
magnetic storms because reliable exploration data generally cannot be
obtained. Data reduction usually consists only of removing the time varying
field component by use of the base station readings and then plotting the

results. Latitude corrections are not usually necessary except for extensive



surveys because most anomalies of interest will be 1ittle affected.

Aeromagnetic surveys provide most of the magnetic data collected for
mineral exploration. They have a number of advantages over ground surveys,
including generally better coverage, speed, and cost-effectiveness. In
mountainous country even helicopter-borne surveys can be cost-effective.
Flight path is recovered by comparison of vertical photographs taken at
regular intervals during flight with photomosaics. The recovered flight path
should be posted to the best available topographic maps before magnetic data
are piotted and contoured to avoid distortion of anomalies. Modern
aeromagnetic systems often incorporate in-flight digital magnetic recording of
data, recording barometric and radar altimeters, and Doppler radar navigation.
Fixed-wing aircraft can generally drape survey moderately rugged terrain at
150 to 300 m terrain clearance along Tines as dense as 4 per km and are used
for higher altitude, constant elevation surveys as well. Helicopters
facilitate c]osér terrain clearance in rugged terrain and cleser line spacing.
Two or more tie lines, normal to the survey 1ine direction, are usually flown
1o he]p remove diurnal effects and to¢ apply line leveling corrections., Good
data reduction and plotting is a non-trivial task that requires care and

experience. Hood et al. (1979) give a current summary of techniques and

pitfalls.

Applications
-The magnetic method has found very broad application in exploration.
S8ecause this method usually maps the distribution of magnetite, it can be used

in any application where knowing that distribution might help.



One of the most useful applications of magnetic data is to facilitate
geologic mapping., Outcrop geology often can be extended under sc¢il,
vegetative, or alluvial cover by observing correlations between magnetic
response and observed geology. Structural and magnetic data trends an
commonly parallel. Figure 3-6 shows an example of aeromagnetic data and are

interpretation in terms of sub-till geolcgy in Wisconsin,

In disseminated copper or molybdenum exploration, the magnetic method is
useful in locating and mapping hidden intrusive complexes that can then be
surveyed with induced polarization or prospected by other methods to locate
sulfide mineraiization., Basic portions of these intrusive complexes are
commonly mere magnetic than acidic bodies. Because acidic rocks commonly have

a lower density than basic rocks, gravity and magnetic studies together can

help differentiate these.

Magnetic surveying can be very helpful in locating magnetic skarn
deposits that are often associated with disseminated and other mineralization
in carbonate rocks and are often orebodies themselves. These features are
shown by aeromagnetic data from the Ely porphyry copper deposit in eastern
Nevada {Figure 3-7). This deposit is underlain by a large quartz-monzonite
intrusion whose upper surface dips steeply northward but dips at a gentle
angle to the south. The country rocks are sedimentary rocks of Paleozoic and
Mesozoic age. Mineralization is both disseminated in igneous and sedimentary
rocks and magnetite-copper skarn bodies in carbonate rocks. The magnetic
anomaly consists of a large, high amplitude positive anomaly caused by the

intrusive rocks with superimposed sharp magnetic anomalies over each skarn
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deposit. The calculated susceptibility contrast between the intrusion and the
country rock is about 4,500%10-0 cgs. The magnetic low to the north is simply
the normal effect caused by induction in the earth's field and is an integral

part of the whole anomaly. Destruction of magnetite by the process of sulfide

mineralization can and does cause magnetic lows over some mineralized areas

elsewhere, however.

A rather obvious application of the magnetic method is in prospecting for
iron ore directiy. Successful surveys have been performed in the Mesabe Iron
Range and in Nevada, U.S.A. (Riddell, 1966), in Australia (Webb, 1966}, and in
many other places (Gay, 1966). Hematite ores often contain enough magnetite
to be highly magnetic, and taconite ores are often accompanied by magnetite

ores. Once an iron orebody has been discovered, magnetic methods can be

applied to determine details.

In massive sulfide expioration the magnetic method can be very useful as
a follow-up to the EM method jn Tocating copper-nickel deposits, which often
contain magnetic pyrrhotite. Many copper-zing and other massive sulfide
deposits are non-magnetic, however, and it is therefore unwise to use magnetic
data to eliminate orebody occurrence. Massive sulfide deposits characteristi-
cally occur in greenstone belts, typically in Precambrian rocks. Greenstones
are usually mere magnetic and more magnetically variable from place to place
than are the granites that commonly surround them. Thus aeromagnetic

reconnaissance can be used to define greenstone belts that are then prospected

by airborne and/or ground EM (Figure 3-6).



Gravity and Magnetic Interpretation
Although gravity and magnetic interpretation techniques are in general
better developed than are electrical interpretation techniques, much remains
to be done. Advances are being made continually. New instrumentation,
particularly for precise gradient measurements, will continue to inspire
corresponding advances in interpretation methods. The interpreter is obliged

to know how to choose and to apply the best techniques.

Complete interpretation requires both geophysical and geological
considerations. It is the primary goal of the geophysicist to turn the gravity
or magnetic map into one or more geologically reasonable subsurface
illustrations showing the depths, lateral boundaries, locations, and density
or magnetic susceptibility contrasts of the various bodies detected. The
geologist then takes this information on physical property distribution and
makes the most reaschable geologic interpretation in terms of rock type
distribution. These tasks are far from trivial. Success reguires appropriate

education and experience.

No interpretation of gravity or magnetic data alone is unigue. [t can be
shown that an infinite number of different mass or magnetization distributions
can be contrived to explain any given anomaiy. Figure 3-8 illustrates this in
one particular case for a gravity profile. Each of the alternative basement
raliefs expltains the observed anomaly equally well. Ambiguity of
interpretation can generally be reduced through use of geciogical or other
geophysical data. In fact, the interpreter should strive to use all other

data available in order to reduce ambiguity.
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Interpretation usually begins with an attempt to isolate individual
anomalies from background or regional values. Definition of the regional
effects is subjective, Techniques vary from visual hand smoothing of contours
or profiles, to manual averaging of values at specific grid points, to compiex
computer assisted filtering. Once a regional field is determined, it is
subtracted from the total field and the residual represents effects due to
anomalous bodies of interest. If this process is not properly done, incorrect

Tocations, depths, boundaries, and density or susceptibility contrasts will be

inferred.

Interpretation of magnetic data is considerably more complicated than is
interpretation of gravity data although both represent applications of
potential field theory. One complicating factor in magnetic interpretation is
that the inclination of the earth's magnetic field varies from horizontal at
the magnetic equator to vertical at the magnetic poles. Therefore, the
direction of induced magnetization in rock bodies varies in the same way. By
contrast, the gravity field is always vertical. The result is that the
gravity anomaly due to a certain body is the same no matter what its latitude
or longitude on the earfh, but a2 given magnetic body has an anomaly that is
much different at the poles than at the equator. Effects of varying magnetic
inclination and body dip are demonstrated in Figure 3-9. Note particularly
that in many cases the body does not lie directly beneath the magnetic high.
Note also that the accompanying magnetic Tow is as much a part of the anomaly
as is the high--it too needs to be defined in order to interpret the anomaly.
This anomaly characteristic is a result of the presence of both positive and

negative magnetic poles. Hence, most magnetic bodies have an anomaly that has
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both positive and negative components. By contrast, bodies with a positive

density contrast yield only positive gravity anocmalies.

Yet another complicating factor in magnetic fnterpretétion is the
possibility of remanent magnetization, which can be in any direction. The
remanent component can be stronger or weaker than the induced component,
Reliable location of magnetic bodies and determination of susceptibility are
difficult in the presence of remanent magnetization. We can conclude that
thorough knowledge must be gained of the effects of varying body shape, depth,
and physical property contrasts for gravity interpretation, and to that must
be added knowledge o¢f the effects of body dip and strike, and relative
magnetic field inclination. In addition, the total field, the vertical and
the horizontal magnetic field components can be measured in magnetic
surveying. Techniques for interpreting anomalies in each of these cases must

be understood by the interpreter. Anyone lacking such knowledge should not

attempt interpretation.

Interpretation methods can be divided inte four classes: 1) rule-of-
thumb, 2) characteristic curve matching, 3) forward modeling, and 4) inverse
modeling. Progress in develcpment of techniques in each class has led to
better interpretation, especially since the advent of the digital computer.
Rules of thumb can be used to get a preliminary overview of location and depth
of anomalous bodies before more sophisticated techniques are applied. Peters
(1949), Smellie (1967) and Dobrin (1876) give useful summaries of a few of
these techniques. Many curve matching techniques are available, generally for

interpretation in terms of specific bodies or models (Grant and West, 1965).



These techniques are pursued if no computer modeling capability is available

or if only a few profiles or anomalies are to be interpreted.

I[n more complex situations forward modeling is beneficial. In forward
modeling a preliminary estimate (i.e., a model of the subsurface configuration
of anomalous masses or magnetic bodies) is formed, perhaps by application of
rules of thumb., Then the anomalies to be expected are calculated from the
model. The calculated results are compared with the observed anomalies, and
the model is modified to start the cycle again. This iterative process is
continued until a satisfactory match between computed and cbserved resylts is
obtained. Any geologic control available can be used to constrain the model
so that the results, while not unambigucus, are geologically sound. Computer
graphics and user-interactive programs facilitate this approach greatly. At
the present time comprehensive 2-D and 3-D computer programs are available
from several sources, including Snow (1978) and Nutter and Glenn (1980}.
Computer modeling has the advantage that more than one body can easily be

included in the calculations.

[n the inverse approach, sophisticated mathematical techniques are used
to calculate a model directly from the data. Inversion does not yield a
unique model either, however. The promise that inversion offers is for rapid
and inexpensive interpretation of large amounts of data by letting the
computer do most of the work. The challenge is to assure appropriate mode}
constraints and to allow input of geologic knowledge so that the final result
is geologically socund. Technigues faor 2-D inversion have been deveioped and
successfully applied by Hartman et al. (1971} and by 0'Brien (1971, 1972}.

Such modeling is currently at the forefront of development. These techniques



are more reliably applied to rather simple geologic situations such as
basement studies for petroleum exploration. Interpretation in the much more
compiex mining environment still relies heavily on experience in spite of

increases in the level of sophistication of inferpretational aids.

A wide variety of numerical technigues can be applied to gravity and
magnetic data prior to interpretatfon in terms of subsurface physical property
contrasts, Many of these technigues can be classified as filtering techniques
in the sense that the data are operated upon, usually by computer, by a
numerical operator whose characteristics can be tailored to specific purposes
(Fuller, 1966; Battacharyya, 1965, 1978). For example, the data can be
numerica]]} filtered so that anomalies of certain spat1a1'wave1engths are
retained while others of different wavelengths are rejected. Filtering is
accomplished by Fourier transforming the data, in map or profile form, to the
frequency domain where frequencies are retained or rejected by simple
mathematical operations. The filtered data are then transformed back to the
space domain., In this way, magnetic noise due to near-surface volcanic cover

can somatimes be partly removed in order to enhance anomalies below the cover.

Operators can be designed to perform other tasks. Gravify and magnetic
data can be continued both upward and downward to determine the map or profile
as it would be observed at a higher or lower level. Upward continuvation is
straightforward and reliable, but care must be taken with downward
continuation because small errors in the data are amplified. Potantial field
data can be continued downward only to the top of the uppermost

anomaly-producing bedy. Continuation operations can be of assistance in



matching aeromagnetic surveys at different elevations {Bhattacharyya, et al.,

1979).

Sometimes magnetic data are reduced to the pole; i.e., an operator is
applied to transform the data to appear as they would if the survey had been
performed at the magnetic pole where the inducing field direction is vertical

(Baranov, 1857).

Advances both in measurement techniques and in interpretation hold
promise for continued and even more useful applications for gravity and
magnetic data. These methods have contributed much to exploration geophysics,

and will do so in the future as well.
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GRAVITY AND MAGNETIC METHODS
FIGURE CAPTIONS

Elevation corrections to qravity survey data.

Interpretation of underground gravity survey at Bisbee, AZ
(after Sumner and Schnepfe, 1966).

Gravity survey of San Juan Mountains, CO. {after Plouff and
Pakiser, 1972},

Results of gravity, turam, resistivity and induced polarization
surveys at the Pyramid orebody, Pine Point, NWT, Canada {after

Seigel, et al., 1968),
Schematic of earth's magnetic field.
Aeromagnetic survey over Precambrian shield area in Wisconsin,

Aeromagnetwc map of the Ely area, White P1ne County, Hevada
(after Carlson and Mabey, 1963).

Ambiguity in gravity interpretation.

Effects of body dip and magnetic field inclination on magnetic
interpretation (after Parasnis, 1979).



SECTION 4 - SATIA-RAY SPECTROMETRY
[ntroduction

There are two objectives of qamma-ray spectrometry: direct detection
of uranium deppsits and geologic manping by detecting and delineating the
tateral distribution of uranium, thorium, and potassium in surface rocks
and soils, Gamma-ray spectrometry was successful, for example, in recent
discovary of the Ranger, Kgongarra, and Habarlek deposits in Horthern
Territory, Australia, and of the Cluff Lake and Rabbit Lake deposits in
Saskatchewan, Canada {Armstrong and Brewster, 1979). However, for direct
detection of uranium deposits gamma-ray spectrometry is, today, decreasing
in importance because it virtually demands the occurrance of uraniym aor its
radioactive decay products within 0.20 m to 0.45 m of the syrface; most
such depnsits have been found or soon will have bheen found., Hence qeolngiz
napping ought to be the princinal objective of gawna-ray spectrometry in
the future. This type of geologic mapping may he useful indiractly in the
searcn for base metal ores of copper, lead, and zinc, as well as destecting
and delineating uranium-rich source rocks in which uranium deposits occur
or from which uranium deposits may be derived (/loxham et al., 1965, Pitkin,
1968). Use of a qamma-ray spectrometer will be most effective in mapping
those acid igneous rocks, zones of potassium metasomatism, shales,
sandstones, carbonates, and evaporites in which uranium, thorium, and/or
potassium are enriched. Basic igneous rocks and sediments of low uranium,
thorium and/or 2otassium content are not so easily distinquished from ane
another. [n Table 4-1 appear the 72an concentrations of uranium, thortium,

and potassium for the rock types refarenced ahove.



Table 4-1 ~ Mean Concentrations of uranium, thorium, and potassium for

several representative classes {after Adams et al., 1959 and
Kogan et al., 1971).

Rock Type Uranium (ppm) Thorium (ppm) Potassium (%)
Avérage Range Average Range Average Range
Ultrabasic 0.003 - 0.008 - 0.03 -
Basic 1.0 0.2-4.0 4.0 .5-10.0 0.7 0.2-1.6
Intermediate 1.8 - 7.0 - 2.3 -
Granitic 3.0 1.0-7.0  12.0 1.0-25.0 2.5 1.6-4.8
Shale 3.7 1.8-5.5 12.0 8.0-18.0 2.2 1.3-3.5
Sandstone 0.5 0.2-0.6 1.7 0.7-2.0 1.0 0.6-3.2
Carbonates 2.2 0.1-9.0 1.7 0.1-7.0 0.25 0.0-1.6
Evaporites 0.1 - 0.4 - 0.1 -




The reader is referred, for expanded discussions of the abjectives of
Jamwma-ray spectrometry, to the following: Dérn1ey and Fleet {1968}, Foote
{1989), Darnley {1970}, Darnley {1973}, Allan and Richardson {1974}, Dodd
(1974), Darnley (1975), Dodd (1976) and Saunders and Potts (1978).

Concentrations of uranium, thorium and potassium are highly carrelated
in many geologic materials. However, selective concentration or depietion
of each of these elements occurs in certain geoloqic processes. Thus for
many geologic materials, the inteqrated gamma-radiation arising in the
uranium, thorium, and potassium radicactive decay processes is sufficient
as an indicator of rock type, while in other gqeplogic materials,
gamma-radiation specific to uranfum, thorium, and potassium may be useful
in identifying rock types. In areas of little outcrop, the surface
material must be reasonably representative of the underlying bedrock and be
aither residual or locally derived before gamma-ray spectrometry can be
applied successfully. The usefulness of radiocactivity surveys for
geplogical mapning will therefore vary from place to place, depending uoon
the nature of the overburden.

Standard reference texts on gamma-ray spectrométry to which the reader
1ight wish to refer for expanded discussion of the principles summarized
nere include Crouthamel {1969), Adams and Gasparini {1970}, and Konan et
al. (1971). Useful reference collections of papers on applications of

gamma-ray spectrometry appear in proceedings of symposia organized by the

International Atomic Energy Agency (1973) and {(1876).



Natural Radioactive Decay Processes

Elementary particleas

For the purposes of this article, we shall assume the simplistic
concept that all matter is composed of the elementary particles, nrotons,
neutrons, and electrons combined in various ways to form atoms. The atom
in this model consists of a dense nucieus surrounded by negatively charged
electrons. The nucleus is composed of protons and neutrons. An atom of
atomic number Z has Z protons in its nucleus. If electrically neutral, Z
electrons are distributed about the nucleus in shells. Host elements are
composed of a mixture of nuclei having different numbers of neutrons while
the number of protons remains the same. These forms of each element are
called nucltides or isotopes and have different atomic weights. For
instance, hydrogen is a mixture of two isotopes; iH which is a single
proton, and ?H which is 1 proton and 1 neutron; the latter is familiarly
referred to as deuterium. The mass number of an isotope is the mass of the
atom in atomic mass units (1 amu = 1.6605 x 10-2% gm.) expressed to the
nearest whole number. It is also the sum of the number of protons and the
number of neutrons in the nucleus because the weight of each {s one atomic
mass unit. A helium atom possessing two protons and two neutrons has a
mass of 4. The international convention specifies the mass nunber as a
ieft hand superscript, the atomic number as a Teft hand subscript, the
valence as a right hand superscript, and the number of atoms as a right
hand subscript. For our purposes we need only write the left hand

superscript and subscript to define the nuclides or isotopes “OK, 238,
92

234 and 232Th,
g2 39



A few nuclides are radiocactive and decay to produce other nuclides;
wOg, 238, 235, apd 232Th are the most important of these. Most nuclear

transformations invoive emissions of alpha particles {(a)}, beta particles
(g), and gamma-rays (Y). Two other forms of atomic transformations are
electron capture and spontaneous nuclear fission. Radiocactive decay is an
exothermic process in which the excess energies of the unstable nuclei are

carried away throudgh the emission of «, 8, and v.

An a-particle, the nucleus of an “He atom, is ejected from an unstable
nucleus during a a-decay process. The daughfer nucleus contains two fewer

protons and is four nuclear mass units less than the parent nucleus, e.g.
238y » 2347 4+ 4. ‘ 4-1

Emission or capture of an electron by a parent nucleus occurs in a g-decay
process. Electrons ejected from the nucleus were origina]]y called 8

particles. The emission and capture, respectively, are described for 40K

by

M

40K+ 40Ca + g-, 4-

and
H0K + orbital electron - “0Ar + v, 4.3

These two effects compete as the branching decay of Figure 4-1 illustrates.
Gamma enission does not occur as an independent form of radicactivity
but is part of the a- or g-decay processes. Gamma-rays are high-enerqy

electromagnetic radiation emitted by an excited nucleus as it drops to a
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less excited state. Gamma-rays ariginate in the nucleus while x-ravs

originate in the electron shells.

Energies of a, B, and ¥

Alpha particles are absorbed by 3 few centimeters of air, 8 particles
by a metar or so of air, while high enerqy y-radiation will travel several
hundred meters through air. Their equivalent ranges in rock are
practically zero for « and 8 particles and about 0.20 m to §.45 m for
gamma-rays depending on the energy of the latter. These observations
dictate that radipactive decay processes are oniy realistically monitored
in the field by gamma-ray detectors (except for « detection by track etch
cups {Pedersen et al., 1979).

Gamma-rays are emitted in packets or quanita of anerqy called photons.

The energy E of each photon depends upon its characteristic wavelenath X or

frequency v and is given by
E = hv=he/r . 4-4

whnere h is Planck's constant and ¢ is the velocity of light. Energies are
usually expressed in 2lectron volts(e.v,). One electron volt is the energy
acquired by a charged particle carrying unit electronic charge when it is
accelerated through a potential difference of one volt. Gamma-rays exhibit
frequencies of 1012 to 102! sec -1, wavelengths of 10-1l o 10-13 m, and

energies of 40 KeV to 4 MeV where K stands for 103 and M stands for 10°6.

The decay equation
Radiocactive decay is a statistical process in which the number of

atoms which disintegrate per unit time is proportional to the number of



atoms presant,

L= AN 4.5

CL!Q.
o=

wWhere 2 is the decay constant characteristic of each element. Infearatien

of this squation leads to
o= Ng e=dt 4-6

where Ny 1 the number of atoms present at time t = t,, the start of decay,
The half-1ife is defined as the time at which N equals 1/2 Ny and hence is

given by

4-7

1/ 3

[

The half-1ifes of the nuclides with which we are concerned vary enormously.
The Gamma-ray Spectrum

The uranium isotope Zgiu decays to stable zgng through 17
intermediate daughter products as shown in Table 4-2. In the process,
gamma-rays of 72 discrete enerqy levels ars smitted. The most energetic or
the principal gamma lines of this spectrum are listed in Table 4-3. The
ratio of the total gamma-ray energy of 228U and 235y, in the natural state,
is approximately 50:1 so that the 233 lines are of subsidiary interast to
the 238 lines.

The thorium isotope zggTh decays to stable 2gng through ten
intermediate daughter products as shown in Tabie 4-4, In the process,
gamma-rays of 46 discrete energy levels are emitted. The princioal 1ines

nof this spectrum are listed in Table 4-5.



Table 4-2 2381 Decay Series
(after Crouthamel, 1969)

Isotope Half-1ife Radiation
Uranium 238 4.5% x 109 yr By ¥
Thorium 234 24.1 day &y Y
Protactinium 234 6.7 hr B, ¥
Uranium 234 2.48 x 10° yr o, ¥
Thorium 230 8 x 104 yr oy Y
Radium 226 1622 yr as ¥
Radon 222 3.82 day %, Y
Polenium 218 3.05 min oy B
Astatine 218 1.35 sec o

Radon 218 0.03 sec o
Bismuth 214 19.7 min By oy Y
Polonium 214 1.64 x 1074 sec o

Lead 214 26.8 min By v
Lead 210 21 yr By ¥
Bismuth 210 5 day B
Polonium 210 138.4 day O, Y
Thallium 210 1.3 min B, ¥
Thallium 206 4.2 min B

Lead 206 stable _—



238
Table 4-3 - Principal Lines of the 4,U Gamma-ray Spectrum
(after Crouthamel, 1969)

Isotope Half-1ife Energy of Each Quantum  Number of Quanta per Decay Event
(MeV)

21u

53B1 19.7 min 2.204 0.052
1.764 0.163
1.120 0.166

21y 0.609 0.417

5Pb 26.8 min 0.352 0.377




Table 4-4 - 232Th Decay Series
(after Crouthamel, 1969)

[sotope Half-1ife Radiation
Thorium 232 1.4 x 1030 yr g, Y
Radium 228 5.7 yr B, Y
Actinium 228 6.1 hr g, ¥
Thorium 228 1.91 yr a, ¥
Radium 224 3.64 day a, T
Radon 220 51 sec a, Y
Polonium 216 0.16 sec o

Lead 212 10.6 hr B, Y
Bismuth 212 60.6 min' B, o, Y
Polonium 212 0.3 x 107% sec a
Thaliium 208 3.1 min 8, Y

Lead 208 stable -



al

232
Table 4-5-Principal Lines of the 4,Th Gamma-ray Spectrum

Isotope Half-life

{after Crouthamel, 1969)

Energy of Each Quantum

Number of Quanta per Decay Event

{MeV }
228
5 9AC 6.1 hr 0. 960 0.100
212
4oPb 10.6 hr 0.239 0.470
208
oL T 3.1 min 2,620 0.337
0.583 0.293




The potassium isotope “0K emits gamma-rays of L.46 eV through
etectron capture; 0.012 percent of potassium s 49K,

When a mix of uranium, thorium, and potassium is present, the
conposite spectrum might look 1ike that displayed in Figure 4-2 in which
the individual lines have heen broadened intc peaks by the
thallium-activated sodium iodide c¢rystal. Line broadening will be

discussed later,
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Equilibrium and Disecuilibrium

At equilibrium the number of atoms of each daughter disinteqrating per
sacond s the same as the number being created by disintegrations nof the
parent. This result 1s easily obtained from the decay equation., for the

parent, this equaticn is
o= Hge= Ayt 4-3

The rate of decay of the parent then is

any =—J\‘N0e"Alt = -0Np 4-9

dt *
byt this must he identical to the rate of production of the first daughter,
Simuitanecusly the atoms of the first daughter are disinteqrating at the

rate

dN, = a.
it | disint. - 2N =10

Hence the rate of accumulation of the atoms of the first daughter s

the difference between production and decay

1.
=
3

ju
ot

total EESLIREELY 4-11
For the parent and the first daughter to be in equilibrium, we must have
’\INI = :\2N2

and by togical extension

L P 4-12



We can solve equation 4-10 by assuming tnat
] X A . 4.
iy = Ae= 1t 4+ Bem 2L, with the 4-13

condition that when t=0 then M =0. The resyit is

_ A1No -Aa1t =it
Ny = o (e - e™h2h), 4-14

From equations 4-8 and 4-14 we can obtain the ratio of the number of atoms

of parent to daughter at any time

Y i - )t _
_{%— i ?T-e(” QJE S 41

Jhen equilibrium has been reached, X, is eﬁuaT to Nz*z' so that 4-15

yields
Al = AL g1 i ;, ar
2 Az".-’\l a
e(:‘;'}\z)‘te = Al/’:‘tz
Hence, we have
b ] Al -
T N 4-16

In the case of a series with n products, the time to reach
equilibrium can be found, by this type of analysis, to be Tass than 100
years for the thorium decay pracess and about 106 years for the two uranium
decdy Drocessas.,

Aeasurement of gamma-radiation associated with daughters in a decay
orncess in which equilibrium has been established permits determining the

amount of a parent by measuring the amount of a daughter. Thus 1t has



become racent nractice to measure four quantities in gamma-ray

spectrometry. Thnase four quantities are:

1o = Total count integrated under the spectrum bdetween G.4

MeV and 2.32 MeV,

“0¥ = Radinactive potassium content via integrated count
betwoen 1.36 #Me¥ and 1.56 HMeV (the so-called 1.4G MeV
40K peak of Fiqure 4-2).

238) = Uranium via intearated count between 1.66 MeV and 1.86

MeV (the so-called 1.76 Mey 214B4{ peak of Figure 4-2).

232Tn = Thorium via integrated count between 2.42 MeV and 2.32

Me {the so-called 2.62 MeV 298Th peak of Figure 4-2).

Much more capability for identifying peaks with specific dJaughters of
sach of the decay series now exist. For example, it has Hecome common
practice to record 256, or even 1024, channels of inforwmation over the
qamma~ray spectrum extending from 2.4 He¥ to § Me¥. Thus, many spectral
peaks may be ytilized in determining the ratios of uranium, thorium, and
notassium, and indeed of determining whether or not equilibrium exists in
the 238 and 232Th decay processas. Processing such a massive amount of
data has not became routine, However, attempts are being made %2 use the
ratins of the peaks to determine whether or not the <38 and the 2324 decay
procasses are in equilibrium.

One should note from Tabie 4-2 that 21481 1is many steps ramoved from
238 3nd that the intermediate daughters include radium and radon. The
sotubility of radium is different from that of uranium so that radium can

saparate from uranium in common qeological processes. Radon is a light gas



wWitich emanates from the earth's surface and sg also readily separates from
uranium. Tnerafore, in an open environment, 21487 may ba spatially
separated from its parent 238 tnrough miqration of earlier daughters in
the decay process. For this reason, an estimation of the abundance of
uranium based on a measurement of 21485 is correct only if the radiocactive
decay process is in equilibrium. Thus, darnley (1970) advocates use of the
term ell to indicate uranium equivalent when deducing uranium concentrations
from gamma-ray spectrometry. In an identical sense one should use aTh for
aquivalent thorium. Insofar as opotassium does not decay via a chain decay
process, the concentration of 1%, as estimated from gamma-ray spectrometry,
is simply given as K.

Generally, equilibrium conditions can be assumed for the thorjum decay
series because of the comparitively short nalf-lives of all of its
daughters as seen from Table 4-4., Given that there are no disequilibrium
problems with potassium, then the geologic processes most likely fo produce
siqnificant diseguilibria are associated with the 238l decay saries and are

listed in Table 4-6,
Scattering and Absorption of Gamma-rays

Seattering

When gamma photons pass through matter, they interact with the
alectrons and with the atomic nuclei of the matter via various mechanisms.
fhese mechanisms can be divided into a) elastic interactions in which the
photon does not transfer its energy to other particles, known as Thamson
scattaring, and o) inelastfc interactions in which the photon 1oses sither

part of its energy and is defiected from its initial direction or gives up



Table 4-6

Possible Significant Disequiiibria in the 238U Decay Series

(from Saunders and Potts, 1978)

Isotope and
half-life

1602 yrs

'

222Rn
3.8 days

l

214gq
1.7 min

May be leached from Th and Ra daughters as uranyl ion
by oxidizing groundwaters to form very young minerals
with anomalously low 4:9Bi gamma radjation.

May be leached from parents in reducing HpS-bearing
groundwaters and reprecipitated in hot spring deposits
to cause high 21%Bi anomalies with essentially no
uranium present.

May diffuse away from parents in soil gases or the
atmosphere and form near-surface accumulations, result-
ing in false uranium anomalies.

May be washed out of the atmosphere with other 2228n .
daughters by rainfall to cause relatively large but
short-1ived "spikes" in the surface 2:%B1 gamma
activity.




all of its enerqgy to an atomic electron or nucleus and ceases to axist.
For photons QTth energies from a few KeV to a faw Me¥, the immortant
inetastic interactions are nuclear photelectric effect, fornation of
electron-positron nairs, photoelectric effect, and Compton

scattering.

Thomson seattering occurs only for low energy photons and 15 not
imoortant relative to the inelastic interactions, so far as namma-ray
spectrometry is concerned.

For photons emitted by natural radicactive elements, the ruclear
vhotoelectric effect 1s known only for 2Q?T1 (Ey = 2.52 MeV) in the
photodisintegration of deuterium (Ey + #H > n + p) and the reaction of
qgamma photons of 2;281 (Ey = 1.76 MeV) with beryllium (£, + EBe -~ EBe + n).
Hatural concentrations of ?H and iBe are negligibly small so that this
inelastic interaction is unimportant.

The formation of electron-positron pairs occurs when EY > 2 Moc2 in

.which My s the rest mass of the electron or proton. The presence of other
narticlas is required to absorb npart of tne energy of the incident photon.
If the mass of the other particle is large, it will only absorb a small
nart of the energy b, of the incident photon. The surplus energy of the
incident gamma photon s divided rouqhly equally between the electron and
the positron. The gprobability of pair formation in nature is quite large
for high energy gamma photons. The process of alectron-positron pair
formation is sarticularly affective in nuclei of high atomic number Z.

The phctogizgeivie effect occurs when the incident gamma ochoton
transfers all its energy to bHound slezcirons and ceases, thereby, fo exist.

If 27 is the oinding enargy of the it atomic shell, the photoelectric



effect is possible Tor £, > Ei. The energy of the clectron elected from

Y

the atom s &£y = Ev - £4. The atom becomes excited and when the ith enarqy
Tevel s filled, Tight energy equal to £y 13 emitted. The photoelectric
effect is the principal mechanism of absorption of low-cnergy gamma nhotons
in nuclei of high atomic number Z,

Compton seattering of qarma photons is the orincipal interaction
mechanism for £, = 0.4 to 3.0 Me¥ and for an intermediate value of the
atomic number of the medium. The incident photon changes direction in
Compton scattering and hence is readily availadble for repeated scattering
avents. Hence, the larger the volume of the scatterer, the higher the
probability of total dissipation of the incident photon,

Lbsorvtion
When a beam of collimated mono-energetic photons passes through an

absorber, the number of photons per cm per sec (M) is given by

N o= HpeuX 4-17

nnere Ny is the incident intensity at x = 0, and u is the total absorption
coefficient reflecting the sum of the attenuations due to the
proto-alectric effect, Compton scattering, and pair production. The

thickness of the material which reduces the intensity N to half of Np is

Tor N~ 1/2, we find x = 102 from the
No u

previous equation. Table 4-7 shows the half-thickness at various energies

referred to as the half-thickness. F

for water, air at 20°C and 76 cm Hg, and for rock of density 2.35 gm{cm3.

As expected, photons of higher enerqy penetrate farthest.
At aitrcraft altitudes of 100 m or more, the intensity of gamma rays of

anergies beiow 3.10 MeVY, emitted by rocks and soils, will be considerabiy



reduced; indeed the dominant energy below J.10 He¥ will arisa in 1oy snergy
Jamma-rays generated by Compfon scattering in the air.

MNinety percent of the gamma-rays observed at the surface of rock
outcrop of density 2.7 am/am® is emitted from the top 15-25 cam while 907 of
the gamma-rays observed at the surface of dry overburden of 1.5 gm/cm® is
received from the top 30 to 45 cm. HMoisture in the soil increases the

attenyation significantly.



Half-Thicknesses for Afr, Water, and Rock

Table £-7.

Energy Air Water Rock
(MeV) (m) (cm) (cm)
0.07 1.2 0.1 0.0t
0.10 38.1 4.1 1.7
1.0 90.6 9.8 4.6
2.0 129.3 14.1 6.6
3.0 161.1 1%.5 8.1




Gamma-ray Detector Systems

Introduction
Crystals of certain compounds, when will scintillate, i.e. emit

visidble 1ight pulses when irradiated with gamma-rays. These light pulses
are converted to electrical voltage pulses by means of a photomultiplier tube
attached to the crystal (Grasty, 1974) as in Figure 4-3. These electrical
voitage pulses are sorted into the various voitages associated with
specific incident gamma photons via voltage-dependent multichannel
analysers (MCA)., The schematic circuitry is illustrated in Figure 4-3,

The thallium activated sodium fodide HMNal(T1) crystal is the most commonty
used scintillator. An alternate scintillator is Zithiwn-drifted germanium
Ge(Li) .

Within the energy range of natural gamma photons of interest to us

(0.4 to 3 MeV), linear absorption of them is the sum of the pair
production, photoelectric, and Compton scattering effects; Compton
scattering dominates this part of the spectrum. Unfortunately, the Compton
affect produces a continuum of scattered garmma-rays and, with no clear
spectral peaks related to the energy of the incident gamma photon. Henhce
this effect is of no value in gamma-ray spectrometry and indeed deqrades
resolution of the diaqnostic lines which we hope to usez for mineral
identification., A material of high atomic number Z will, according to
garlier arguments, favor the photoelectric effect and pair production over
Compton scattering. The Compton effect is decreased, also, by increasing
the volume of a detector since multiple Compton interactions make more

probable the total dissipation of an incident qamma ohoton. Increasing
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detector volume size also lesads to interaction with more of the incident

JaAmma~rays.,

Principles of scintillation
Gamma-rays transfer all or part of their eneroy to electrons in the
detector for the phatoeiectric affect, pair production, and Comnton
scattering in a detector or phospnor. The excited electrons dissipate
their enerqgy in turn by ionization ar excitation of the molecules; the
de-excitation results in flourescent radiation. In short, the detectar,
i.e. a scintiliator ar phosphor, converts a fraction of the energy of the
incident gamma photon to 1ight photons. S{nce the directions of the
incident gamma photons are random, it is desirable to surround the phosphor
by a reflector to ensurs maximization of the number of 1ight photons
striking the photosensitive cathode of the photomultiplier tube (PMT) of
Figure 4-3. Tne photoelectrons are accejerated by the applied elactric
fisld of the PMT stages via a cascade process. Typical multiplication
factors of a PMT are 10° to 108, The output pilse of the PMT, for each
incident gamma photon, is further amplifiad by conventional electranic
circuitry. When tne resulting ourput pulse height 1s oroportional to the

energy of the incident gawma photon, then the system can be used as a

gamma-ray spectrometer.

Selection and design of Nal (Tl) crystais and PMT detectors

o

The following four factors ars imnortant in the selection and design
of a gamma-ray detector system:
LY The resolving power which determines the ability of the system to

) i

resalve Individyal lines appearing as a spectral peak of finite width



within a spectrum. Resolving nower, or resolution is usually defined as
the full-width at half-maxinum {FUHM) of the Cs-137 neak expressed as a

fraction of the peak enerqy

AE(FURM) (Cc137)
E(C 137

C5-137 is used as a convenient standard in resolution calibration.

2) The deteciion afictency which dictates the source strenqth
necessary for measurement of a spectrum. Usually the detection efficiency
increases with volume of an Hal{71)} crysteal.

3) The efficiency of the counling of the Mal{T1) crystal to the
following PMT,

4) Secondary factors such as the linearity of resnonse of the
system, the stability of the systemw, and the ratio of the photoelectric
interacticns to Compton interactions. Accuracy and stability of timing of
the arrival of each gamma ohoton are of fundamental imnortance also.

Hal{T1) crystals emit at a light wavelength of 4200A° and thus the PHT,
is desiqgned to ha efficient at this wavelength. Further, the c¢crystals are
highly transparent to their own radiation and thus are efficient in this
respect. Unfortunately, the crystals always contain some X impurity of thae
order of a few ppm with the result that some 1.46 MeV enerqy is always
emitted as natural background or noise without external axcitation.

Field portable gamma-ray spectrometers ars Timited by size and weight
to crystais of about 10 cm equidimensions; such crystals are readily grown
in ¢cylindrical form fo produce a standard volume of 347 cc.

Tor girzorne qamma-ray spectrometars, the aptimum basic unit is a 10

e ox 0 emox 40 cm sxtruded crystal attached claseiy to a PMT. Coliections



of such units tead to crystal volumes ranging from 256 cu. in. {4.2 x 107
cc) for one unit to 5420 cu. in. (8.4 x 10% cc) for twenty units.
Typically, nelicooter-borne gamma ray spectrometer units employ 1024 cu.
in. {16.8 x 103 cc} crystals while fixed-wing aircraft systems emnloy 3072
cu. in. (5.0 X 10% cc) or more in arder to ensure adequate count statistics
as will be discussed later.

NaIl(T1) crystals and their coupled PMT's drift due to temperature
varjations; additionally PMT's drift due to supply voltage variations. An
apparent spread in incident gamma photaons results which is exhibited as a
skewing of the garma-ray spectrum toward higher or lower overall apparent
enerqgies. Counts per second or per minute in any narrow energy window
centered on nne of the gamma-ray peaks of Figure 4-2 can thereby vary
enormously., Unless these drift problems are obviated, reliable gamma-ray
spectrometry becomes impossibie, Accordingly, tight control of supply
voltage and crystal ambient temperature becomes assential, Short term
variations in supply voltage and/or crystal temnerature result in peak
broadening with an attendant loss in ability to resolve one peak from
another. Peak resclution is the very essence of gamma-ray spectrometry.

Ge{Li) detectors, because of a different physical nrinciple invelved
in producing alectrons in a PMT from incident gamma ohotons, exhibit nearly
100 times the resolution of Nal(T1) detectors at the expanse of Tower
efficiency, i.e. longer required count times, and of the need for liquid
nitrogen cooling. Until now, the disadvantaaass have outweighed the
advantages of Ge(lLi) detectors versus Mal{T]) detectors for field use; they
are, however, routinely usad in the lahoratory., Their use in field systems

nay be expected in the future, For details on the luminescent



nraperties of activitated alkali halides, the reader might wish to refer to

Juring the pracessing of an incident gamma ohoton into a photelecfron
and then into a voltage oulse of height h, a finite time elapses. Since a
crystal detector system is unable to resolve simyltaneous reactions, ance a
reaction is first indicated at the photocathode of the PMT, an alectronic
circuit is designed into the system to assure, automatically, that no other
regctions will enter into the time window of any given incident gamma
photon. The dead time of the system, resulting from this automation, only
becomes important at high count rates. The dead fime ner puise is
typically of the order of 1 to 10 microseconds, which snsures an ability to

count to 100,000 incident qgamma photons per sacond.

Sevaral methods exist for stabilizing MNal(T1) crystals and their
couplted °MT detectors, or correctjng for their drifts. These techniques
are:

1} se reference isotope specimens in oroximity to the crystal, such
as americium 241, cesium 137, barium 133, or cobalt 57, or =2ven all af them
as representatives of specific enerqgy levels which, if sufficiently strong,
can readily be identified in the PHMT voltage outnut. Meedless to say, this
apprcach interferes with the naturq1 spectrum and is not usually acceptable
for continuous monitoring of the performance of systems used for atrborne
gamma-ray spectrometry. On the other hand, cesium 137 butfons are used
routinely to permit adjustment of the voltage windows of hand-heild qround

spectrometers so that these windows of measursment truly span the spactral



peaks to which they have been assigned. Voltane or temperature drift
correction with the aid of cesium 137 butions 1s carried out about every
nalf hour or so, depending upon the particular instrument.

2) Use the natural peak of “%K in airberne systems for automatic
voltage adjustment. A digital or analog system is usually designed to

search automatically for symmetry about the 1.46 eV “OK peak

A Counts = A Counts

A Energy | below the & Energy | above the
apparent apparent
peak peak

If this equality is not satisfied, the PMT voltage is automatically
adjusted to make it so. The aEnergy windows above and below the peak are
made identical. Temperature and voltage drifts in the PMT and temperature
drifts in the c¢rystal detector are eliminated hy this technique.

3)  Use a thermally-controllad housing around the crystal detector.
This procedure is in standard use in airborne systems and eliminates
temperature drift leaving only PMT voltaqge drift to control.

4 dse an internally-mounted stabilized 1ight source of constant
output to check the voltage ard temperature drift of the PHT,

5) Use temperature-compensated circuits to elininate temnerature
drift of the PHT.

6) Use a multi-channel spectrometer to measure and reconstitute the
full gamma-ray spectrum from 0.4 to 3.0 eV, This approach requires 256 to
1024 windows. If the total spectrum apparently contracts or exnpands with
temperature or voltage variations, it reaily does not matter since gne can
automatically search the full spectrumn for any desired beak ar peaks. A
d4igital data acquisition system is reauirad for this procedure, which ought

to be the common technique of the future. «hile it demands recordina of



the full spectrum, it does not demand printing it out; rather selected

peaks and peak ratios are printed out.

Volume of crystal

Experience has shown that to secure adequate certainty in count
statistics, in airborne surveys, the ratio of the crystal volume (V) in cc
to the ground velogity (v) of the aircraft in kn/hr shall be V/v > 186.
For example, an aircraft flying at 200 kn/hr (v} would require a mininun
crystal volume (V) of 186 x 200 or 3.72 X 10* ¢c¢. On the other hand, a
helicopter flying at 100 kw/hr would require a mininmum crystal volume of
1.86 X 10% ¢cc.

Faor precise ground spectrometer surveys, a crystal volume of 347 cc

with a two minute integration time will produce excellent data.



Operational Considerations

Sackground

The discrete spectral lines which provide us information on the
radionuclide abundances are deqraded by the Compton continuum, the
Bremsstrahlung, and background radiation. The latter arises from a) 40K
contamination in the crystal, b} 2384, 232Th, and 49X contamination in the
matarials used in construction of the photomultiplier tube and the
crystal /PMT hOusing, ¢) radicactive accumulations on or in the aircraft
structure (for airborne systems), d) radium luminized instruments (e.q.,
navigation instruments in airborne surveys and watches in ground surveys),
e} cosmic ray interactions with nuclei present in the air, an aircraft, or
the detector, f) atmospheric radioactivity arising from daughter products
of radon qas of the uranium decay series.

Every effort must be expended in ground and airborne surveys to
minimize background radiation and to remove it prior to attempting to
utilize spectrometer data for estimates of nuclide concentrations.

Careful quality control of materials selected for detectors, and PMT's
and housing can usually keep contamination in these ifems to an acceptable
level. However, background from the detectors mav contribute as much as 50
counts per second within the 21%81 window for a 3072 cu. in (5.0 x 10 cc)
crystal array. At the same level, aoproximately, is the 214B4 channe]
count, from %5 ppm uranium from a half-space 125 m beneath the aircraft,

Radioactive nuclides can precipitate and adhere to the skin of an
aircraft, be contaminants in aircract materials, be used to illuminate

instruments, or accur in luminescent strips or signs on the aircraft. The



aircraft should be chezcked for these sources with a hand-held spectrometer
and the offending nuclides removed where possible. C(rystal defectors
should be placed sufficiently far from the instrument panel, after
reduction of panel luninescence to low Teval, that the remaining
luminescence contributaes Tnsignificantly within the enerqy windows studied.
Periodic checks of the aircraft with a hand-held spectrometer are
customary.

Cosmic-rays are fast moving charned marticles of extraterrestrial
origin., One type of cosmic-ray i1s dominated by time-variant fluxes of
particltes of high energy and it is aiways present at the earth's surface,
ihese particles are believed to originate in our galaxy and to be
distributed throughout it; they are referred to as galactic cosmic-fays
with energies to 107 e.v. The componsition of this radiation is 85% hydrogen
nuciei (or protons), 14% helium nuciei {or « particles,) and 1% heavier
niclel which are mostly carbon, nitrogen, and oxygen. The second type of
cosmic-rays originate in the sun in connection with solar flares; they
axnibit energies up to 3 x 1020 e.yv., but they are usua11y of lesser
BNErqy.

The qalactic cosmic-rays interact with the earth’s atmosohere via
nuclear and alectromagnetic processes with a resultant loss in cosmic-ray
intensity. Secondary particlas produced in the interactions, readily
detected at the earth’s surface, increass in intensity from the equator to
the auroral zones. Oamma photans covering the comolete spectrum of our
interast [i.2. 6.4 to 3.7 Me¥) arise as a rosult of tha secondary
particlas. Indead, the_secondary radiation extends *to abhout 6.0 ™aVy, a
i~

fact which permics us to extrapolate the 6.0 eV to 3.0 MeV flux to the 3.0



He¥ to 0.40 HMe¥Y range to nermit subtraction of cosmic radiation from the
3.4 Me¥ to 3.0 MeV spectrum. The intensity of cosmic radiation increases
witn barometric altitude as would be expecterd for any external flux whose
enerqgy 1s dissipated with deoth into the earth's atmosphere,

Past nuclear explosions have resulted in a residue of nucliides in the
atmosphere which, depending upon their half-lives, will decay with fime.

Background radiation emanating from the daughters in the uranium decay
series 15 a subject which requires substantial elaboration because it can
be intense and is intensely time-variant; it will be the subject of a

special discussion under meteorological effects.

Meteorological effects

Atmospheric Bismuth 214: Radon, with a half-life of 3.8 days, can
diffuse from the ground with a rate dependent upon air pressure, soil
moisture, ground cover, wind, and temperaturs. Radon decays to 21“8?, the
urantum indicator in qgawmma-ray spectrometry. A temperature iaversion in
the atmosphere finds temperature increasing with altitude. Hnder this
condition the 21%Bi will accumulate near the earth's surface (Fhote, 1969).
Anomalous uranium indications will occur, on this account, which will have
no relation to the uranium content of rocks and soils beneath the detector.
Oarnley and Grasty {1971) renort that on the averaqe 70 percent of the
counts in the uranium window arise in this source. Removal of such
hackground becomes mandatory.

The above effeact should be particularly worrisome in hilly tferrain
where, in still air, the inversion will be pronounced in the valleys. 0One

can oresume that this affect will be mirimized when breeszes homogenize the



air about mid-morning of a still day, but there is no neans to aredict the
magnitude of the atmospheric inversion problem. The inversion lavar may bhe
entirely absent during several months of the year dependinag upon local
climatology. Further, it may readiiy be a very local and seasonal
phenomenon, occurring in some vallays and not in others.

Thunderstorns bring increased air conductivity which can Tead to
removal of charged particles with which some atmospheric radiation is
assoctiated,

Attempts to minimize the atmospheric effect by subtracting the gamma
caunts, for each enerqy window, of the background measured by an
upward-looking detector, shielded by 0.10 = of lead from ground radiation,
are used in some ajrborne surveys. However, hecause the atmosphere above
and below the aircraft will, in general, have different radon
concantrations, this correction is imperfect and can be misleading., It
removes, however, the casmic flux. Flving over a large hndy of water
before and after each flight aids materially in recognizing and eliminating
atmospheric background since water contains:neg1iq1bie concentrations of
radioactive nuclides. Since atmospheric background is time variant, svery
opportunity should be taken to fly over an extended body of water during as
well as at the beqginning and end of each flight. For ground surveys with
hand-held snectrometers, this latter technique should be used. Finally,
for airborne surveys, the aircraft should be taken to terrain clearances of
1000 m and more where the ground radiation is reduced to neqligible

proportions througn absorption in the air.



Jatnfull: The follawing effects of rainfall have been observed:

1) moisture increases the attenuation in an enerqy-dependent manner
and hence leads to skewing of the observed spectrum towards the high energy
gamma-rays;

2) radiocactive elements and their daughter products can be removed
selectively over Tocal areas by rapid runoff of rain,

3) some nuclides may not reach the top 0.20 m to 0.45 =, the zone of
radiation, because of downward percolation due to rain,

4) extra moisture in the soil may prevent radon from escaping to the
atmosphere so that the ground contribution to the 21*B{ window is reduced and

5) rain may wash 2148j from the atmosphere and hence reduce
background in the channel selected to detect 235U,

These effects are interrelated and are nct completely understood.
Experience to date indicates that recovery to pre-rainfall conditions
may taks place in several hours, but the recovery time is peculfar to every
climatic and physiographic sub area on earth. Orainage of soils,
atmospheric inversions, barometric pressurs, and amount and lateral extent
of rainfall are all to be considered in evaluating this problem. The data
of Figure 4-4 were obtained from long-term monitoring of the gamma-ray flux
at Dallax, Texas, bhut while peculiar to a specific area, can serve as a

guide %o recovery to pre-rainfall conditions.
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Calibration of Gamma-ray Spectrometers

Introduction

Key articles which describe calibration facilities for and calibration
of ground and airborne gamma-ray spectrometers inciude Darnley et al,
{1968}, Grasty and Darnley {1971}, Grasty and Charbonneay (1974}, Grasty
{1976}, Lgvborg et al. (1977), Ward {1978), lard and Stromswold {1978}, and
Kirton and Lyus (1979).

The purpose of calibration is to convert the recorded count ratas into
equivalent ground concentrations of potassium, uranium, and thorium. To do
this, it is necessary to know the Compton strioping ratios and their
variation with altitude, the height attenuation coefficients, and the
sensitivities of the spectrometer for airborne systems. For ground systems
the altitude variability of the Compton strinping ratios and the height
attenuation coefficients are unimportant. I[f the calibration is performed
corractiy, then agssguying by gamma-ray spectromefry can predict
concentrations of the principle radionuclides to accuracies of better than

L opm uranium, 1 ppm thorium, and 0.1% potassium for either an airborne or

a ground system,

Ground level calibration of airborne and grownd systems

Compton strizping: Some counts will be recarded in the Tower enermy
uranium and potassium windows due to Compton scatiering in the ground, in
the air, or in the detactor, from a pure thorium source. Similariy, counts
111 he recorded in the lower zneray potassium window from a nure uranium
source. Tabie 24-8 {llustrates thess features,

The ratio of the counts in 3 lower enarqgy window to thosa in a higher



Table 4-8: Compton Scattering {e—smm

[ =
L B
- <~
NucTide 2081 214p4 HaK
Indicator Th U K
1.76 MeV 1.46 MeV

Energy 2.62 MeV



energy window from a pure uranium or thorium source is termed a stripping
ratio or spectral stripping coefficient. These coefficients are peculiar
to each detactor system. Due to the presence of 21347 photons at 2.43 MeV
in the 238 decay series, some counts will be recorded in the thorium
window from 2 pure uranium source,

The equations relating the corrected potassium, uranium, and thorium
count rates K¢, UYg, and Tg to theuncorrected values Ky, Uy, and Tj are

{Grasty, 1976)

Ty = Tg + b Ug, 4-18

Uy = alc + Ug, ' 4-19
and

Ky = 8Tc + Ug + Kg, 4-20

in which «, B8, and Y are the three spectral stripping ratios and 5 is the
fraction of the counts in the uranium window that appear in the thorium
window from a pure uranium source. Since b s faound experimentally to be

small (~0.05), we may obtain the corrected counts from these equations as

follows:
o= Ty, 4-21
Ue = Uy = aTy, 4-22
and
Ke = Ky = (Uy - aTy} - 87y. 4-23

The U.S. Department of Enerqgy through its contractor, Bendix Field
Fngineering Corporation, has established test nads for ground and airborne
system calibration at Grand Junction, Colorado {Ward, 1978; Hard and

Stromswold, 1973}, The Seological Survey of Canada earlier d4id Tikewise at



Ottawa (Grasty and Darnley, 1971; Grasty and Charbonneau, 1974). These
pads contain known concentraticons of uranium, tharium, and potassium, which
vary from pad to pad. The pads are about 0.46 7 thick, to appear infinite
in depth considering attenuation arquuents given earlier. The equations
relating the thorium, uranium, and potassium uncorrected count rates to the
concentrations of each element are derived siwmply. If we subtract the

thorium background {Tg) fron the first Compton scattering relation, we

obtain

Tc - Tg = Ty - Tg, 4-24

but this should be proportional to the thorium concentration (Tpp“), or
Ty - Tg = leppn: 4-25
in which k; is the sensitivity to thorium concentration.

Sinilarly we may write

Ug - Ug = Uy - afy -~ Up 4-26

However, a background thorium photon will Compten scatter into the uranium

window also so that this latter relation should be written

Ug - Ug = Uy - Ug -~ o«{Ty - Tgl. 4-27

The concentration of uranium is then found from

UU - UB - CC(TU - TB) = kZ Upp-n 4-28

in which k, 7s the semsitivity to uranium concentration.

In a Tike manner a third relation is established,



Ky = Kg - 8(Ty - Tg) = [r(uy - ) - a(Ty - Tg)d = k, Kpcx 4-29

in which Kpet is the sensifiviiy to potassium concentration given in

percent.

The data obtained by observing Ty, Uy, and Ky for each of five pads,
plus the Tppm, Jppms and Tpet for each pad, can be fitted sequentially to
the last three equations via least squares techniques to determine the nine

. k., Tg, Un, and Kg. Grasty (1976} describes the

unknowns m, 8, Y,'kl, k s

2
procedure. The backgrounds so calculated are peculiar to the test sites at

a specific time and are determined solely o permit computation of the
stripning ratios and the sensitivitias. Once so calibrated, & gamma-ray
specirometer may be used as an assay instrument for a year or more before
reguiring recalibration due to aging of the detector or the PMT. In-field
checks on calibration should be used frequently, howaver, to detect any

aging which might set in. Hand samples of known concentrations may Se used

for this purpose.



Arborve level calibration of airborne systems

Introduction: Yhen an attenuator of thickness H is placed betueen a
detector and a point source of mono-energetic vrays, the number of Y rays
recaivad per second by the detector is

H o= Nge-uH 4-30

in which Ny 1s the member of ¥ rays which would be received per second
without the attenuator present and is the linear attenuation coefficient of
the attenuator. [If the detector is in an aircraft and the attenuation is
air, the p is the attenuation coefficient of air, and H is the aircraft
height. However, the attenuation is influenced by both the attenuation of
the air and the geometrical response of the detector to the extended source
below. Darnlay et al. {1968) give the count rate N obtained from a

half-space of diameter 2R at a distance H by

-X
N = 2meC [ E‘r—* dx' +-
uH
= gwgc[gl(uH) ~ Eq{u {HZ + RZ)] 4-32
in which
g™
E (x) = j- = dx’ 4-33

is a tabulated function, C is the source strength per unit area,and e is
the detector efficiency.

Fiqure 4-5 shows plots of the relative intensity as a function of
height H for source diameters of 500 ft (152 m), 1000 ft (305 =), and

infinite. On this semi-logarithmic pint, the response functions are almost
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Tinear over the range 250 ft. (76 m) to 800 feet (244 m). Hence for such
source dimensions, the height dependence can once again be 2xpressed by an
exponential variation given by

o= Npe-iH 4-34
where ;1 15 the mean attenuation coefficient derived by flying at diffarent
altitudes over sources of different diameters. Experimental data collected
for this purpose is given in Figure 4-6; clearly an sxpconential variation
will fit each data set, at least over the height range 300 ft. (41 m} to
650 ft. {198 m)., Because of this fact, it has become common practice to
normalize airborne measurements to the nominal terrain clearance of the
aircraft, even though it is accepted that the sources range in size from
point to infinitely extended. However, this observation does demand that a
test strip be established within the survey area to permit determination of
it experimentally.

In addition, calibration of & for every detector installation should
be made at standard test strips such as operated by the Seolegical Survey
of Canada near 8reckenriddge, Ontario and by 3endix Field Engineering
Company at Lake Mead, Arizona.

Unless background is removed from the uyranium channel, the apparent T
will not be linear as curve {3) of Figure 4-7 illustrates. l'hen uraniun
hackground was removed, using an upwards looking detector as in curve 4 of

Fiqure 4-7, the true attenuation cofficient was obtained,

Effects of ailr temperature and pressure: The exponential heiqght
correction factors o are proportional to air density, Thus, the effective

flying height H of the aircraft at 3°C and 76 mm of mercury is given by
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4 = T .Z_Z.—__BXP fry
o= xS e £-35

In practice no atmospheric pressure correction is made so that this

equation reduces to

- L]

Ho=Hpox 22 4-36

requiring the observed counts to be corrected to the observed T,

. 7

Correction of spectral stripping coefficients for aircraft alsitude:
Grasty {1975} has demonstrated tha*t the stripping coefficients vary with
afrcraft altitude, If one can tolerate a maximum of 50 percent error in

uranium counts, then this correction can be iqnored.

Sequence of corrections, airborne surveys
There 1s dehate over which correction should be applied first. The

Geological Survey of {anada {Grasty, 1976) has adonted the following

sequenca and hence 1t is recommended:

1) experimentally determine the three spectral stripping coefficients
at ground level using calibration pads,

2) calcutate the theoretical increase with aircraft altitude of the
spectral strinping coefficient that is to be applied in the
uranium window,

3) effect the background and Compton stripoing,

4) convert the corrected count rates in the three windows to the
nominal aircraft attituda at 0°C using experimentally weasured-

exnonential variation of count rats with aircraft over a standard

test strin,



5) convert these corrected count rates to ground concentrations

using results from laboratory analyses on soi! samples from the

test strip.

Both altitude corrections and the convarsion of airborne count rates
to ground concentrations are far from ideal for scurces whose diameters are
much less than 500 m. In order to convert count rates to ground
concentrations for all possible source dimensions, a more sophisticated

procadure, such as computer wmodeling {Kosanke and Koch, 1979), is required,

Statistical £rrors in Count Rates
The error in a gamma-ray count is usually estimated by computing one

standard deviation {lo )} as (Darnley et al., 1968)
lo = =yl 4-37

where M is the Compton-corrected count for any niven time interval, and lo
represants the 68% confidence level assuming a normal distribution. Refer-
ring to the rea} data set of Table 4-9a, obtained in a 30 sec inte}va1 with
a McPhar Instrument Co. Spectra 44 spectrometer (347 c.c. voluma), we cob-
serve § percent uncertainty in the uranium count. On the other hand, if a
two minute integration time had been ysed, and if by chance the counts were
four times those of Table 4-9a, then the results of Tanle 4-9b would have
bean obtained. The uncertainty in the uranium count 1s reduced to 3 percent,
The above estimates of percent standard deviation are only satisfac-
tory 1f any one of K, U, or Th occurs alone and without hackground or

Compton scattering., When the latter two effects are both present and



Table 4-9

Count Statistics

CHANNEL TC K U Th TIME  COMMENT
a)  COUNTS 13100 634 285 304 30 SEC REAL DATA
1o 115 25 17 18
1o(%} 0.9% 3.9% 6.0% 5.9%
b}  COUNTS 52400 2536 1140 1216 2 MIN DATA OF TABLE
1o 229 50 34 35 9a MULTIPLIED BY
18%) 0.4% 2.0% 3.0% 2.9% FOUR




corrections for both have been made, there is qreater uncertainty in any

ane count rate, and hence we should use {Darniey et al., 14963)

%)

b1,
= xR + Nrpl% 4-38

b i
Oy = x[iMy + My +atolp]? 4-39

and

L -4
Oy = t[HE + NE'*SZUZTh + ngﬁ}z ? 4-40

in which the superscripts o and b refer to observed and background
respectively, and in which «, 8, and v are the Compton scattering
coefficients, and Ty, My, and Hy are the counts per unit Lime in the
thorium, uranium, and potassium windows, respectively.

To estimate now important it is to takz into account the uncertainties
introduced through backqground removal, the data of Table 4-10 is included.
For this particular combination of signal and background, obtained with g
1024 cu. in.{16 X 10% cc) airborne detector, the effect of background on

count statistics is very small.

Fields of Wiew of Airborne Gamma-ray Detectors

Intvoduction

An airborne gamma-ray detector receives ground radiation from horizon
to horizon, a total angle of 180 degrees, However, by studying the
attenuation of gamma-rays, via equation 4-32, from a half-space to a
detector at an altitude H abpove the surface, 1t can be established that 54

nercent of the counts come from an area of diameter approximately egual to



Table 4-10

Count Statistics

CHANNEL TC K U Th TIME

COUNTS 7000 400 180 200 2.5 SEC.
1o 83.7 20.0 13.4 14.1
16(%) 12.0 5.0 7.4 7.1

RACKGRCUND - 35 20 15 2.5 SEC.
NEW 1o - 20.9 14.1 14.7

NEW 1o(%) - 5.2 7.9 7.3




twice the terrain clearance as illustrated in Figure 4-8a. OGrasty et al.
{1979) show that the width of the strip that produces a fixed percentaqge
radtation detected by a moving airborne system is significantly less than
the diameter of the circle contributing the same percentage of the
radiation detected by a stationary system, This result occurs "because in
integrating the detector response of circular sources along the flight
line, the same pecint on the ground is in effect samoled many times, and
points closer to the flight line repeatedly generate a greater contribution
to the detected count rate than do those far away." (Grasty et al., 1979).
The article by Grasty et al. (1879) estabplishes that significantly less in
this instance ranges between 1/3 and 2/3 of the diameter similarly
influenced by the stationery detector. Later, under deposit detection, we

shall assume a mean value of 1/2.

The effect of topography

Figures 4-8b through 4-8d show the affact of topography on count rates
observed, with an airhorne detector, over ridges and valieys. The valley
or the ridge can produce either a low or a high count rate depending upon

adherence to or deviation from nominal terrain clearanca,

Deposit detection

The probability of detecting a uranium deposit with an airborne
gamma-ray detecter is not large. Figure 4-9 illustrates the geometry of
the problem; a thin strip of highly radinactive material oriented normal to
the flight Tine, ideally, occurs within a circular field of view of the

detector. The anomaly observed by a stationary detector is then
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_ {7H2 = HW)C, + HMC,
_nH2C1

STATIC AMOMALY

{(H - W) + WCa/Cy 4-41
H

whereas the anomaly observed by a movfng detector 1is

H H H
DYNAMIC AMOMALY = [“(f)s B f?“"qc * (?)NCQ
('g)SCl
= (w8 ~ W) + W C3/Cy 4-42
r$

wherein the detection with H/2 is given as half its static value H,
according to previous arguments,

[f we postulate a deposit 10 m wide by 150 m length, striking normal
to the fiight line, and containing U30g in concentration 100 times
background, then, the static anomaly is given by curve a of Figure 4-10.
The ratio of anomaly to background ranges from113.6 for 25 m flight
altitude to 3.1 for 150 m fiight altitude; statistical and other
uncertainties could readily obscure anomalies at altitudes of 100 m and
greater. The dynamic anomaly over the same deposit apoears as curves b} and
¢} for 1.0 sec and 2.5 sec 1nteqration times, respectively, for an aircraft
traveliing at 200 km/hr. Clearly, aircraft speed and integration time

affect the ability of an airborne system fto detect a surface deposit.

Hand specimens

If a hand specimen is held at a distance of 0.2% 7 to 0.50 m from a
spectrometer of, say 347 cc, it will subtend a solid angle at the detector
of much less than 90 degrees. Hence, if the half-space responsa formula

for U, Th, or K concentration versus counts is to be used to estimate
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concentration, then the hand specimen aust be held right on the flat end

face of the spectrometer and should he larger than the end face.

The Effect of Overburden

As noted earlier, an overburden of a few tens of centimeters will
markedly attenuate the gamma radiation from the bedrock. If the overburden
is residual, radiation from i1t in many cases will be representative of the
bedrock, depending upon the weathering processes. Transported gverburden
may produce radiation entirely misrepresentative of the bedrock.

Further, the area of the axpaosed rock lying within the field of view
of the detector markedly influences the counts recorded in each channel,
The ratios U/Th, U/K, and Th/K are not affected to the same extent.
Further, if a deposit is in the field nof view, its rasponse relative to
background may be much more favérabiy represented in efther the U/Th or U/K
ratios than Figure 11 depicts because the deposit would be enriched
relative to the host rock in U30g. Figure 4-11 shows the K, U, and Th
counts plus the U/Th and U/K ratios over a small uranium deposit in the
Bancroft area of Ontario (Darnley and Grasty, 1970). Only by ratiocing of
spectrometer data could this deposit be detected.

Dickson ot al. (1980) have shown that counts, in either of the two
anergy windows Q.56 to 0.64 MeV or 0,66 to 1.0IMeV may he used to correct

for the decrease in total count rate as a result of the oresence of barren

averburden.
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Applications

Geological mapping
Fiqure 4-12, from Pitkin (1968) shows total integrated radicactivity

in relation to geologic units. Several mafic and ultramafic bodies are
outlined by the airborne total count survey. “Serpentines and a gabbro are
Tows of 200 to 400 counts per second in a higher matrix of 500 counts per
second of the Wissahickon Formation. Also delineated is a sill of Triassic
diabase --- an obvious low of 200 to 400 counts per sacond,” (Pitkin,
1968).

Fiqure 4-13, from Charbonneau et al. {1973), provides an unusual
example wherein the ratio of thorium to potassium could be as useful as
total radioactivity in geologic mapping. In other instances, the ratios

are better for geologic mapping than are the absolute values of U, Th, or

K.

Deposit detection

Figure 4-11 illustrates the capability of gamma-ray spectrometers in
detecting deposits. Unfortunatesly this application is decreasing in

importance as the deposits with surface radicactivity signatures decrease,
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Table

Table

Tahle

Table

Tanle

Tabte

Tahle

Table

4-1

4-7

4-3

List of Tahles

Mean Concentrations of uranium, thorium, and potassium for
several rapresentative classes {after Adams et al,, 1959 and
Kogan et at., 1971).

238|) decay series (after Crouthamel, 1969).

Principal lines of the Eggu gqamma-ray spectrun (after
Crouthamet, 1964). o

232y decay series (after Crouthamel, 1969),

Principal lines of the ZggTh gamma-ray saectrum {after
Crouthamal, 1969). '

Possinle significant disequilibria in the 238U decay series
(from Saunders and Potts, 1978).

Half-Thicknessas for Air, Water, and Rock.
Compton Scattarinag.
Count Statistics.

Count Statistics.



Figure Captions

Fig. 4-1  Branching dacay by which 0K disintegrates to “0Ca and “O4r
with the emission of v rays and 3 particles.

Fig. 4-2 Gamma-ray spectrum observed with a 1024 cu {16.8 X 10 =m} in
crystal detector over a mix of X, Th, and 4 sources {(courtesy

GeoMetrics).
Fig. 4-3  Schematic diagram of a scintillation detector.

Fig. A4A-4 214834 counting rate recovery times back to pre-rainfall
conditions versus rainfall, Pallax, TX {after Saunders and
Potts, 1978).

Fig. 4-5 Plots of the relative intensity as a function of detector
height H for source diameters of 500 ft (152 =}, 1000 ft (305
m}, and infinite (after Darnley et al., 1968).

Fig. 4-6 Height dependence of count-rate in 1.46 MeV (K}, 1.76 MeV (U),
and 2.62 Me¥ (Th) channels (after Darnley et al., 1968).

Fig. 4-7 Counts per second versus altitude. 1 Potassium, 2 Thorium, 3
Uranium with no atmospheric correction, 4 uranium with
atmospheric correction, and 5 atomospheric counts ohtained
with upward Tooking detector. {after Richardson and McSharry,

1979).

Fig. 4-8 The effect of source geometry upon count rate (after Grasty,
1976).

Fig., 4-9 .fields of view of a) static airborne detector, and b) dynamic
(or moving) detector.

Fig. 4-10 Ratio of anomaly to background for a) static case, b) dynamic
case with 1 sec. integration time, and ¢} dynamic case with 2.5
sec integration time.

Fig. 4-11  Gamma-ray spectrometer profiltes over small deposit, Bancroft,
Ontario (after Darnley and Grasty, 1970).

Fig. 4-12  Total count radiocactivity and geology of an area in Montgomery
County, ™MD {after Pitkin, 1968}.

Fig. 4-313  Geolngy, throfum and thorium/potassium ratio map, £E17iot Lake,
Ontario, Canada {after Charhonneay et al., 1973),
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SECTION FIVE - WELL LOGGING AND BOREHAOLZ GEOPHYSICS
Introduction

Wall }ogging 15 the measurement of physical or chemical properties in
bareholes of either the borehole environment or the geologic faormations
surrcunding the borehole. [t is a significant component of oil and gas
exploration and development programs (Johnson, 1962; Pickett, 1970} and
most of the available technology has been oioneered by the petroleum
industry (Evans, 1970). It is also important to uranium, coal, geothermal
and ngn-metallic mineral exploration and develapment but on a much smaller
scale than used in the petroleum industry. Very limited application has
heen made of well logging in the base metal industry (Dyck et al., 1975,
Glenn and Nelson, 1977},

Hell logging in the base metal industry has been limited largely to
use of some very specialized teols such as magnetic susceptibility and
inauced polarization. Moore (1957), Zablocki and Keller (1857), Zablocki
{1965), Baltosser and Lawrence (1970), Czubek {1971), Scott et al. (1977},
and Glenn and Nelson (1977) have published én the use of well logging in
the minerals industry. However, the base metals industries has developed
and used tools designad to make measurements between Sorsholes and between
borenoles and the surfaca. These techniques are commonly called borehole
geophysics.

The requiraments for research in well logging and borehole geophysics
for minerais exploration and development have been identified by
regpresentatives of the mining industry {dard =t al., 1977) as 1}

determination of ahysical properties, 2) develosment of direct assay



logging, and 3) expanding the radfus of investigation from the borehols.
ffuch research has been done in recent years in direct assay logging
methods, particularly radiation technigues (IRT Corporation, 1974; Czubek,
1977; W4ilson and Cosby, 1980), but most of the technology is only now at
the point where some techniques can be applied routinely. The objectives
of a good logging technology are to reduce exploration and development
costs and to provide information unocbtainable in any other way. Logging
becomes important as new mining technologies arise, such as in-situy, or
solution mining, and as ore targets become deeper and more expensive to
evaluate.

Yarious logging tools, their measurements and applications are listed
in Table 5-1. We will illustrate each of these tools and technigues with
examples. Table 5-1 includes an evaluation of each method on the basis of
its ability to measure directly or indrectly the physical or chemical
property of interest. The data may be either quantitative‘or qualitative.

The basis for this evaluation will become obvious when each tool and

technique 1s discussed.

Caliper and Temperature Logging
The caliper log 1is a measurement of borehole diameter and can »e
obtained separately or in combination with other tocls. Various caliper
tools are available but most common tools are one, two or three arm
calipers. Hole size information is valuabla for several reasons. Many
borehole measurements are sensitive to borehole size and can be corracted
if these data are available. Some tools which require caliper corrections

inctude a caliper, and corrections are made automatically during the



Table 5-1: Logging tools, property measured and application in mining

Logging Tool : Property Measured Application
Caliper Hole Size Hole comp1etion1, fractures3, 1itho1ogy3,

corrections of other measurements?.

Temperature Temperature Fracturing3, fluid f10w1’3, oxidationB,
lithology 1-3, corrections of other
measurementsl.

Magnetic susceptibility Magnetic susceptibility “ Lithology identificationl, correlations,
magnetite content?.

Speritaneous Polarization Matural voltage in the earth Litho]ogy3, minera]ization3, oxidation-
reductionZ>3.

Resistivity/IP Complex resistivity l.ithotogy identigigation2=3, sulfide
and clay content®-~, correlationd,

Natural gamma Natural gamma radiation, (total Litho]ogyl=3, corre]ationl, U30817 KZO1

count or spectral) (borehole assaying)l.

Gamma -Gamma Scattered gamma-rays Bulk densityl, porosityz, 1ithology2,
borehole assayingc.

Neutraon Capture gamma-rays; thermal, Borehole assayz, porosi%yz, chemically

epithermal, or fission neutrons bound waterZ, lithology~.

3-component magnetometer Magnetic field components Type and location of ore zoneZ.

Gravity meter Gravity field, gradient Excess mass and location of ore zonez.

1. Direct quantitative

2. Indirect quantitative

3. Direct qualitative

4. Indirect qualitative
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. logging process. A caliper log is shown in Figure 5-1.

Fractured zones or poorly consolidated formations commonly sluff
material into the borehole Teaving cavities. Hence the caliper can be used
to locate fractures, to identify certain lithologies and to ascertain hole
compietion problems. Also, the caliper log, if run as one of the first
tools into the borehole, can alert the logging operator of poor hole
conditions and potential risks of using other tools in the borehole.

Temperature logging 15 not extensively used by the minerals industry
but can be useful in certain situations. Temperature 1ogs can be used to
locate fluid flow zones in a borehiole (Smith and Steffensen, 1970; Keys and
MacCary, 1871}, In ﬁost drill holes the geothermal gradient has heen
madified by ¢irculating drill fluids during drilling. The gradient can be
purposely modified by pumping fluid from or injecting fluid into a
borehole. In either case a temperature log could reveal permeable zones in
the borehote. Figure 5-2 shows an example of a temperature injection
profilte. Logs wers obtained at various times after fluid was injected into
the hole. The coolar surface water injected into the drill hole cooled the
nermeable zones where it flowed into the rock. These zones recover slowest
and are evident in the temperature log. The flow zones in this example
correlate with fractures or rock contacts.

The borehole temperature, once drilling has ceased and if the fluid
column remains undisturbed, will recover to the geothermal gradient. This
recovery time will depend on a number of things incltuding the temperature
contrast between mud and formation, the length of drilling time and fluid
flow in the borehole (Goguel, 1975, p. 50). Once in thermal equilibrium

the femperaturs lTog may yield lithologic information. The temperature
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gradient, in the absence of convection and groundwater flow, will refiect
the relative thermal conductivities (Conaway and Beck, 1977} or heat
generation in (Guyed, 1946a, b; Howell et al., 1978} the formations
intersected by the borehole. An example of lithology and temperature
gradient correlation is shown in Figure 5-1. Guyod (1946b} reports that
temperature increases of more than 10°F have been noted near pyrite
deposits. The heat is generated by oxidation-reduction reactions.

In the absence of temperature logs, bottom hole temperatures are
recorded while logging with other tocls. This information is needed to
perform temperaturg corrections or interpretations of other logs,

particulariy resistivity Togs.

Electrical Logging

Introduction

Flectrical logging methods employad by the minerais industry fall into
two groups: (1) the single hole methods or conventionai well logging, and
(2} hole-to-surface and hole-to-hole borehole geophysics. FEither of these
methods may empltoy electrodes, loops, or measurement techniques commonly
used in surface geophysics. Resistivity, I[P, EM, and SP logging are all
popular techniques. Dyck (1975) has made a review of these various

methods.

Spontaneous Polarization

Spontaneous Polariaation (SP) is usually taken as the measured,
natural voltage of a downhole electrode relative to a surface electrode.
Measurement of SP in boreholes is routine in conventjonaT well Touging. It

is often a part of combination tools such as resistivity, nuclear and



acoustic tools.

The origin of SP in the sartn has been discussed extensively in the
Togging literature (Doll, 1948; Goudouin et al., 1957; Wyllie et al., 1953,
4111 and Anderson, 1959, Dakhnov, 1962) and in an earlier section of this
paper. Natural voltage variations in a borehole may arise from (1) the
diffusion of ions from the drilling fluid into the formation or the reverse
and (2) oxidation-reduction reactions of minerals in the vicinity of the
borehole. The first source of SP is the one commonly measured in oil and
gas logging {Schlumberger, 1972} and will not be discussed here. The
second source of SP is the one commonly measured in minerals logging.

While SP variations are normally less than 70mv in oil and‘gas
logging, sulfide SP anomalies may be as large as 700-800mv (Telford et al.,
1976). The SP source is the potential developed by the chemical reactions
of oxidation and reduction of the metallic minerals in the subsurface.
Figure 5-3 schematically illustrates an idealized SP ceil and SP log.

SP can be measured at the surface but in cases where 1t is masked by a
poofay conducting surface layer or if the upper portion of the orebody is
imbedded in clay (Becker and Telford, 1965; Parasnis, 1974}, borehola
measurements are recommended. Field examples can be found in Rower (1968},
Backer and Telford (1965}, Logn and Bolviken {1974) and Parasnis (1974).

SP logs are commonily obtained in uranium exploration drill holes in
sedimentary environments. The log can be used to identify Tithology, and
the log may also reflect the redox potential (Eh) in the vicinity of the

ore zone (Pirson and Wong, 1972; Veneziani et al., 1972}.

fr] R R 7 :
Registivity/IT loggin
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The measurement of resistivity and/or induced polarization in
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boreholes is the most popular well logging technique employed by the
minerals industry. The measurements may be made in a single hole, between
holes and between a hoie and the surface. The instrumentation and
technigues used are numerous. Only the most commonly applied methods will
be discussed.

Figure 5-4a through 5-4e schematically illustrate the various single
hole electrode configurations, and their most common name, employed in
electric logging. The popular hole-to-hole and hole-to-surface electrode
systems are sketched in Figure 5-4f,

[n nearly all resistivity systems a constant current source is used
such that the measured potential is directly proportional to the formation
and borehole fluid resistivity; i.e.,;gi=K ¥/ 1 where %, is apparent
resistivity, K is a geometric factor for a particular electrode
configuration, V¥ is the measured voltage, and [ is the transmitted current.
The geometric factor for various tools are noted in Figure 5-4.

The single point resistance tool, Figure 5-4a, is routinely included
in many mineral logging programs, particularly uranium exploration.
3asically, the measurement is the wvariation of downnhole electrode
impedance. The single point resistance measurement can be obtained in
combination with other measurements and requires a minimum number of cable
conductors. Also, SP can be measured simultaneously from the same
alectrode. The resistance measured can be used for correlation or
lithology identification. Tne method seldom provides quantitative
information. A good discussion of the conventional single point tool and
the differential single point tool can be-found in Keys and MacCary {1971).

The Tong and short normal and Tateral logs (Figqure 5-4b and 5-4c) were
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among the first electrode systems used in oil and gas logging. This
industry seldom amploys the long normal and short normal log. The
neasurements are very sensitive to horehole diameter and bed thickness.

The minerals industry still finds these electrode systems valuable since
boreholes are usually of very small diameter, and the concept of a layered
resistivity is seldom appropriate. However, the minerals industry commonly
measures IP and resistivity rather than only resistivity with these
systems. Both time and frequency domain systems are used. The electronics
may be totally on the surface, partially on the surface and partially
downhole or totaltly downhole. Placing the electronics entire]y downhole or
using the time domain method minimizes capacitive and inductive coupling
between the transmitter and receiver cable lines. Good shielding of the
cable lines has also been used with some success {Brant et al., 1966).
Snyder et al. (1977) published an excellent review of the measurement of [P
in boreholes.

Figure 5-% shows data from two different drill holes (Glenn and
Nelson, 1977) in an Arizona porphyry copper deposit. The measurements were
made by Kennecott Copper Corporation using a 1 m normal electrode array.
Both amplitude and phase were measured at 14 Hz. The data from drill hole
A show a strong correlation between total sulfides and /109R, where ¢ is
phase and R is apparent resistivity, Figure 5b. In drill hcle B the
correlation is between phase and total sulfides, Figure 5¢. Glenn and
Nelson suggest that the different corralations can be attributed, possibly,
to the difference in character of the sulfide mineralization of the two
holes, fhe mineralization in hole A is predominately pyrite and

chalcopyrite in veins with minor amounts disseminated in the rock. Clearly
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the vein mineralization should affect the measured resistivity of the rock.
In contrast, the sulfide mineralization in driil hole B is predominantiy
disseminated in the rock. Intuitively, the phase is most and resistivity
is least affected by disseminated minerals. However, Glenn and Nelson note
that other correlations had been observed, and these results could not be
generalized. The results are unguestionably dependent on lithology,
texture, mineraiization and porosity of the rocks. Insufficient studies
have been made to assess the importance of these factors.

Scott et al. (1975) made resistivity/IP measurements in a south Texas
uranium roll-front ore deposit. Both singie hole and between-hole
measurements were made. Figure 5-6 shows the conventional single nole well
fogging data obtained in four holes. A time domain system was used.
Daniels et al. (1977) made a comparison of core analyses with the IP data
and demonstrated a clear correlation between both c¢lay and pyrite content
and IP response. Daniels et al. conclude that logging in uranium
exploration can delineate ore zones and help minimize driltling costs.

Scott et al. {1975) illustrate the use of hole-to-hole measurements in
a uranium roll front deposit in south Texas. The example is taken from the
same publication as the single hoie example given above. The measurement
is made with a time domain system where the transmitter included one
surface and one downhole electrode, and the receiver was a pair of downhole
electrodes. The alectrode configuration is shown in Figure 5-4f and the
raesults in Figure 5-7. Scott et al. correlate an fncrease in [P across the
roil-front ore zone {hole pairs C and 73, and D and B) in contrast to IP
measurements off the roll front {hole pair A and B). This result is

consistent with the single hole data shown in Figure 5-6. The hole-to-hole
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data not only identified the ore zone but revealaed a changing resistivity
structure between the holes.

When a current electrode is placed in a borehole fn a conducting body,
and potential measurements are made with an electrode pair either on the
surface or in other boreholes, it is a special case of both a three array
hole~-to-hole or hole-to-surface technique and of the mise-a-la-masse method
{Telford et al., 1976, p. 658}. Numerous examples of this technique have
appeared in the iiterature {e.g., McMurray and Heoagiand, 1956; Parasnis,
1967 and Ketola, 1972).

Ketola (1972) examines several electrode systems and presents a number
of case histories. Figure 5-4f depicts the measurement system employed by
Ketola. Figure 5-8 shows examples of data obtained with this system at a
sﬁal] nickel ore deposit at Telkkala, Finland. The data in Figure 5-8a
were obtained with current electrode C 10 m deep in bore hole 8HI, current
glectrode D situated .5 km to the west of the deposit, and the fixed
potential electrode F situated as shown in the figure., Measurements were
made by moving the second potential electrode E. Ketola noted that the 10
my/A contour delineates the limit of sulfide ore fairly accurately,.

Figures 5-8b and 5-8c show a vertical section through x = 4.95 {refer to
Figure 5-8a for location of section) and data obtained in five drill holes.
The contours of the mise-a-la-masse potential pattern, Figure 5-8b, reflect
the shape of Lhe deposit, and the potential increases rapidly cutside the
limits of the deposit. The resistivity data in Figure 5-8¢ suggest the ore
body is in three separate lenseas,

Further examples of the application of borehole resistivity

measurements can be found in the literature. Schillinger {1964) and Bacon
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(1965) employed the method in native copper exploration in Michigan.
Mithisrud and Sumner (1967) describe borehole resistivity/IP results from
the Black Hills mining district of South Dakota., Measurements were made in
the frequency domain (0.3 and 2.5 Hz). The current electrodes were placed
at opposite ends of a drift while the potential electrodes were placed in
drill holes varicus distances from the transmitter. Wagg and Seigel (1963)
describe the measurement of IP in hole-to-surface applications.

As noted in an earlier section, in recent years more sophisticated
algorithms have evolved for interpreting surface electrical survey data
over complex geologic structures. The integral equatfon solution described
by Hohmann {1975) has been used to model borehole resistivity/IP systems.
The results for a pole transmitter on the surface, with the second current
electrode at a large distance, and a downhole two electrode receiver are
shown in Figure 5-9. The receiver is assumed sufficiently small and is
approximated by a dipole. Data are the phase of the electric field, given
as a percent of the intrinsic response of the anomalous body., Figure 5-9a
shows a cross-section of data points situated one dipole length apart down
each of nine drill holes., The drill holés also are spaced one dipole apart
so that the data points are equi-spaced in the c¢ross-section which s
located four dipole lengths from the center of the body. The near current
alectrode is situated at the surface directly over the center of the body.
The configuration does not detect the body. By contrast, Figure 5-95 shows
a large downhole anomaly when the near current electrode is at the surface
four dipole units along strike from the center of the body and the section
15 through the center of the body. Figure 5-10 summarizes the responses of

the three most important arrays as a function of resistivity contrast. The
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results indicate that the surface transinitter-downnoie receiver is the best
configuration in terms of peak IP anomalies, provided the resistivity
contrast between ore and host rock is at least 10. Snyder and Merketl
(1973) and Merkel and Alexander (1971} present results for buried
electrodes and a spherical conductor buried in a whole space. Daniels
(1978) gives a solution and shows results for buried electrodes in a
Tayered earth.

Oristaglio (1978) has studied inversion of layered and two-dimensional
strictures using surface and borehole data and has determined that borehole
measurements are very fmportant to resolution of the parameters of the
conducting body.

Recent work has indicated a potential use of non-Tinear electrical

impedance variations for mineral identificajons in boreholes (Klein and

Shuey, 1978).

Flectromagnetic logging
A second type of borehole electrical measurements is one which

utilizes current loops, induction togging. Again the measurements may be
made with freguency or time domain systems. Often the systems are only
slightly modified versions of surface instrumentation. The applications
are typically in single hole, hole-to-hole and hole-to-surface studies as
depicted in Fiqgure 5-11, Typically only coils are placed downhgle with
littie or no electronics package. Highly sophisticated induction logging,
Figure 5-1lc, is popular in the o1l and gas industry, but this technology
is seldom usead by the mininyg industrv. However, model curves have been

developed for various dipping conductors adjacent ts a borehole {Drinkow



W Rotating Vertical
Loop Transmitter

((

&) Horizontal Laowp

Receiver

G- G-((

Mgrizontal Loap
Transmitter and
Receiver

Large Horizontal
Loop Transmitter

-

Horizontal Loop
Recetver



and Duffin, 1978). This area of logging is one pioneered and advanced
alimost entirély by the minerals industry, and field studies have been
reported as early as 1954 (Ward and Harvey, 1954}, In recent years
advancas have been made in applications of radar frequencies in boreholes
(Lytle et al., 1979}, The technique has not been used in a mineral deposit
environment for location of minerals because of the Tow resistivity,
Borehole EM systems typically are operated over the frequency range of 10
to 5000 Hz, although measuremants are coumonly made at cnly a faw
frequencies. Time domain instruments are designed {o operate over an
equivalent spectrum. The higher the frequency, the greater the signal
attenuation and the smalier the range of investigation, particularly in
conductive environments. Two examples of borehole EM systems will be
discussed.

The first example is from Hohmann et al, (1978). The system used was
a Kennecott Copper Corporation vector electromagnetic system (VEM) that
neasures magnetic field amplitude and phase at four frequencies: 26, 77,
232 and 695 Hz, The system is used in either surface or borehole
applications., A borehole gxample 1s shown in Figure 5-12, The VEM data
were cobtained in four boreholes at Kennecott's Arctic massive sulfide
deposit in Alaska. A four mile square transmitter Toop was placed on the
ground around the deposit, and a receiver coil was placed in the boreholes
{refer to Figure 5-11b}. Measurements were made at 695 Hz, The results of
Figure 5-12a are compared to theoretical data for a conducting disk in a
uniform field in Figure 5-12G. The comparison is quite good despite the
heterogeniety of the deposit and the differences in the excitation fields.

Note that drili hole 9, which did not intersect the sulfide body, does not
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show any response. The drill hole survey was done to determine whether the
surface electrical anomaly was produced by sulfides and/or graphite which
were both known to be present. The borehole results clearly correlated
with sulfide mineralization.

A second example of a hole-to-surface frequency domain system is shown
in Figure 5-13 {Scintrex, 1978). This system can use a number of
frequencies and measures phase between the transmitted and received fields
and the ratio of the amplitude of the recejved field to the amplitude of a
reference field coil placed near the transmitter. The system may be used
to 1500 meters depth, depending on the host rock conductivity; and over a
frequency range of 35 to 5000 Hz, The example in Figure 5-13 illustrates
that a conductor missad by the drill hole is detected by both the phase and
the amplitude EM measurements.

In Figure 5-14, eight samples of the transient £M secondary field are
measured after the primary pulse is turned off such that an equivalent
frequency range of 2000 to 16 Hz is covered. Model! curves for this Crone
PEM system have been developed by Woods {197%). The borehale anomnaly is
dreater than would be expected from the two minor sulfide intercepts in the
drill hole. One would suspect a wider zone of sulfides near the borehole.
The dual neqative peaks in the data, shifted above the sulfide intercepts,
are interpreted to mean the borehcle 1ies below the main sulfide body. On
the basis of this borehole and two others Crone calculated a product of
conductivity times thickness for the sulfide body of 10 to 18 mhos, well

within the expected range for massive sulfides.



Radioactivity Logging
Introduction |

Radicactivity logging technigues have bheen used for many years by the
oil and gas, coal, uranium, groundwater and non-metallic minerals
industries. Only in recent years have these methods heen employed by the
base minerals industry (Czubek, 1977, Glenn and MNelson, 1977}, A summary
of the various methods is given in Table 2,

There are two basic types of radicactive well Togs: active and
passive. In passive methods one measures the natural radicactivity of the
rocks. Natural radiocactivity and a typical spectrum (Figure 4-2) have been
discussed earlier., Tools may measure total count above some threshold
garma ray energy, counts in several selected energy windows and counts in
one thousand to 4000 or more channels. In active methods, & source of
radiation, natural or induced, is placed in the logging tool, and various
kinds of scattered radiation wmay be observed. Many tools may be used for
gqualitative or quantitive examination of rock formations behind casing.

Czubek (1971, 1977} discusses the many nuclear horeshole techniques both by

theoretical developments and by examples.

Pusstve radiogetive methods

The only, passive radioactivity logging method is gamma-ray logging,
where the gamma-rays from the radicactive decay of elements in rocks are
measured. As noted earlier, the major causes of natural radicactivity in
rocks are the radiocactive isotope of potassium {4OK) and the various

daughters in the decay chain of isotopes of uranium and fhorium., The most

commen gammna-ray logging tools measure total counts, and the data are for
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Radiation or Particle
source

Radioactive decay of
radioactive isotopes
in nature.

Gamma-ray emitter
{commonly Cs-137
which emits a .662
MeV gamma-ray)

Neutron emitter

1. Several isotopic
sources - (e.qg.
of AmBe)

2. FPulsed neutron
generator

Deuteron nuciei

hitting Tritium target

produces 14 MeV neutrons

Detected

Table 5-2:

lLogging Technigue
Radiation of Particle

Gamma-ray
(commonly detected
with NaI(71)
scintillometers

Scattered gamma-rays -
(detected with Nai(T1)
scintillometers)

1. *Scattered neutrons

a) Thermal
b) Epithermal

2. *Capture gammas
*Both measurements
can be total count
or spectral

1. Time decay of
scattered neutrons
2. Spectral gamma
or neutron

1.
2.

___General Name

Radicactivity logging methods in base minerals expleration.

Applications Limitations
Natural Gamma 1. Lithologic identi- 1. Calibration
Spectral Gamma fication 2. Corrections for
2. Correlation casing, cement, borehole
3. Facies changes fluid, dead time, hole
4. Thickness formation size
5. U, Th, & K assay 3. For assay work Jlogging
speeds may be slow
4. Statisticatl
Gamma-gamina 1. Bulk density of rock 1. Very sensitive to
density 2. Porosity of rock borehole size variation,
Gamma-gamma 3, Heavy mineral mud cake
selective content of rock 2. Very }limited use
4. Litholegic identi- through casing
fication 3. Low depth of identi-
5. Assay fication
4. Statistical
5. Calibration
pleutron or 1. Total hydrogen in- 1. Epithermal measurement
neutron formation, porosity, Jess sensitive to large
porosity boundwater capture cross section
2. Lithologic identi- minerals than thermal
fication neutron or gamma tools
3. Aiteration mineral- so may be better for
0gy perosity in some cases
but poorer for l1ithology
MNeutron 1. Borehole Assay in some cases,
activation 2. Calibration
3. Borehole effects
4., For assay work method is
stow, source is always
"turned on," calibration
and interpretation
difficult
Neutron life- 1. Mineralogy Same limitations as above
time, thermal 2, Lithologic identi-
decay time fication
Meutron acti-
vation 1. Borehcle Assay



1ithologic identification and qualitative assay of uranium.

Undoubtedly, the greatest appiication of the gamma-ray log by the
mining industry is in uranium exploration. Obviously, in addition to
uranium daughters the total counts will reflect the presence of 40K and
thorium daughters, and the uranium series may be in disequilibrium. Hence
the total counts measurement is commonly recorded either in aquivalent
uranium concentration or counts/sec, but it is only a gualitative indicator
of possible uranium occurrence. Interpretation of total count logs has
been developed by Scott et al. (1961), Scott {1963}, Conaway and Killeen
(1976), Fink (1973}, and others. Four-channel spectrai logging, comprising
measurements in éamma-ray enerqgy windows for each of thorium; uranium and
potassium and of total counts, has been developed in recent years {Killaen
gt al., 1978; Evans et al., 1979; Stromwold and Kosanke, 1979). This
technique would minimize the effect of thorium and potassium contributions
in the gamma-ray counts attributed to uranium.

Many logging companies today compute real-time et30g directly. This
calculation may include corrections for dead time, borehole size and fluid,
formation moisture content, and casing {Scott et al., 1961, Dodd and
fschiiman, 1970; Wilson et al., 1979, Conaway and Xilleen, 13980},

According to Scott et al. (1961) and Fink (1978) the area, A, under
the total count curve {Figure 5-18) is directly related to ore grade G and
bed thickness, T,

3T = KA 5-1
where X is an empirically determined constant for the teol obtained in
zones of known uranium concentration. Bed thickness is typically

interpreted from the half amplifude points, although this is not



particularly accurate in thin beds (Conaway and Killeen, 1980). As noted
by Fink (1978) 5«1 is commonly solved as

GT = wKa 5-2
wheré K is determined for a particular thickness, say one-half foot, and A
is in counts rather than counts-thickness (counts-feet). The K-factor in
either case is quite different, and in the latter case w is needed because
K was defined for a particular thickness. Calculating the area in
counts-thickness would eliminate any need for w and any chance of error due
to use of a w different from the one used to compute K. The area may be
computed as depicted in Figure 5-15 where integration of area under the
curve is compieted only between points Pp and Pg and end corrections made
to compensate for the tail regions shown hatched in Figure 5-15.
Alternatively the entire area could be computed., Computer programs are
available to compute 5-1 whereby a curve such as shown in Fiqure 5-15 is
assumed to be composed of a number curves due to several smail beds (Scott,
1963; Conaway and Killeen, 1980).

One may note from Table 4-2 that protactinum;234 is a short half-life
daughter of 238U early in the decay chain. A measure of its characteristic
spectral peak of gamma-ray emission should provide a more accurate estimate
of uranium concentration in disequilibrium situations than would the
customary measurement of 21484, A tool which employs this technique has
been described by Goldman and Marr (1979). The probe contains an intrinsic
germanium detector, cooled to liquid nitrogen temperatures using frozen
propane in a canister, and a 4000-channel analyzer. The logging speed,
measurements and data processing are all automated and computer cantrolled.

The logging speed is controlled to optimize counting statistics and grade
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accuracy.
Active radioactive methods

Two basic types of active radioactive lagging techniques are used; one
uses a source of gamma-rays, commonly Cobalt-60 {1.17 and 1.33 MeV v-rays)
or Cesium 137 {.662 MeV Y-ray) {Czubek, 1877); the other uses neutrons
either from radioactive emitters or neutron generators.

Gomma-ray density logging: The principles of gamma-ray attenuation in
material have been discussed previously. The attenuation and absorption of
gamma-rays by low atomic number elements is not too different between .1
and .10 MeY which is dominated by Compton scattering. Below this range
photoelectric attenuation becomes important and above this range, pair
production becomes more important with increasing energy. Ffor elements
with Z greater than about 20 the dominant Compton region shrinks; for
example, for lead this region lies between 1 and 3 MeY (Price, 1964,
Figures 1-13, 1-14, and 1-15, p. 24-25). Gamma-gamma density tools are
designed to operate in the Compton region where Y-ray scattering is least
sensitive to element variations in the rock., Tittman and Wahl ({1965)

" discuss the basic principles of density logging. Detectors, almost always
Nal{T1} crystals, may be coated with material having a high attenuation
coefficient for low gamma-ray energies or a pulse height threshgold between
.1 and .4 MeV may be established in the counting device. Either way the
objective is to eliminate gamma-rays detected in the region where
photoelectric absorption becomes important. Pair production is unimportant
for 237Cs since its gamma-ray energy is .622 MeV,

Sherman and Locke (1975) showed that for a 35% porosity sand, 90% of

the scattered gamma-rays came from pnr=42 gm/cmé, For a bulk density, oy,



of 2.60 gm/cm3, the depth of investigation (90% of scattered gamma-rays),
r, is 16 ¢m {6.4 inches). The density tool is very sensitive to borehole-
size and to minimize this problem the gamma ray source is placed to one
side of the tool with all but this side enclosed by a lead shield, The
unshielded side of the tool is held firmly against the side of the hole by
one Or two arms on the other side of the tool. However, mudcake and hole
rugosity can still be serious with this design. A two detector system
{Wahl et al., 1964} has been developed and routinely used since its
introduction. The dual detector system is expected to eliminate mudcake
effects and minimize borehole rugosity effects. Small scale, heavy mineral
variations may generate inappropriate correction with these systems. A
simultaneously recorded caliper can be used to correct the log further., A
caliper log should be recorded in any logging suite, particuiarly if a
density log is recorded.

The gamma-ray intensity I at the detector can be expressed in terms of
source intensity Iy, the formation mass attenuation coefficient uy and

distance r and bulk density o

[ = I eHmPbY 5.3
or
tog I - log Iy - uyrop -

For constant I, and uyr the log of detector counts should show a

Iinear relationship to bulk density. This relationshin is gquite good for

most rocks.

The bulk density can be expressed in terms of the fractions of the

densities of the components in the rock:



pp = Vipmi * V2omz *+ + + - Vmemn

where Vi and ppj are the volume fractions and densities of the mineral
fraction i. In cases where the various minerals have fairly similar

densities, and relative amounts vary slightly one may write

eh ¥ pf * (1‘¢)Dma 5-6

where ¢ is porosity, ppa 15 average matrix mineral density and pf is the
fluid density. If the matrix mineral density can be divided into a hase
metal density (e.g., for pyrite and chalcopyrite p is about 4 gm/cm3) and
non-metallic mineral density {e.g., 2.62 gm/cm3 for an acidic igneous rock)

the bulk density expression may be written

pb = ¢of *+ (1-¢-X)pma *+ Xos 5-7

where x is volume fraction of base metal minerals with density pg. In many
igneous and metamorphic rocks the porosity ¢ is very low and fairly
constant. Hence, pp variations can reflect base metal mineral
concentrations (Glenn and Nelson, 1977).

Gamma ray assaying: Gamma-ray scattering properties of rock
formations can be used for mineral assaying. Most techniques are in the
experimental stage {IRT Corperation, 1976), and much of the Titerature is
in Russian (Czubek, 1965, 1971, and 1977}.

One technique that has been tried successfully is the selective gamma
technique (Czubek, 1965). A measure of scattered gamma-rays in the density
region {Compton scattering region) and in the lower enerqy region is made.

A ratio of the two counts can be qualitatively or quantitatively related to



7 or - equivalent of the rock. A recent publication by Charbucinski et
al. (1977) describes a logging tool and technique and the successful
application to assay of irecn in blast holes. Charbucinski et al. were able
to assay iron to .8% at the 95% confidence level. They concluded that
their system could assay 10 blast holes per shift, and costs compared
favorably with those of analytical laboratories. However, their
applications were to highly mineralized rocks. Application of this method
to Tower grade ore bodies such as porphyry copper deposits may be less
syccessful.

Most other gamma ray or related technigques such as XRF are still
primarily in the research stage, and space does not permit discussion of
these methods. Table 5-2 lists the various gamma ray or related
techniques. Brief descriptions of each one can be found in IRT Corporation
(1976), and many of the applications, with a comprehensive reference list,

can be found in Scott and Tibbetts (1974} and Czubek (1977).
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Prineiples of neutron logging

Description of various neutron logging tools and technigues can be
found in Tittle {1961}, Youmans et al, {1964}, Wwah} et al. (1964), Tittwan
at al. {1966}, Senftle et af. {1971), Allen et al. (1972, Hoyer and Locke
(19723, Nargolwalla (1973), Allen et al. {1974}, Eister et al. (1977),
Kosanke {1978) Randall et al. (1978), and Wilson and Coshy (13880), among
others. Various neutron logging systewns and their applications are
outlined in Table 5-2. Often, the nany papers on neutron Tagging
techniques amphasize a particular process of interaction of neutrons with
natter, which is the one being monitored for the particular application,
and little nention is mnade of other processes which are taxing place.
These other processes, in individual circumstances, can seriously change
tne neasurament being made.

Neutrons interéct with the nuclei of elements and those not 5o
interacting will decay to a proton and an alectron with a half-lTife of 15
Tinutes. These interactions involve a number of cowpeting processes which
depeng aon the neutron energy and on the neutron canture and scatfering
characteristics of the nuclei present. The probability of a certain type
of process, or reaction,'occurring is axpressed as a nicroscopic C€ross

section o neasured in barns {10-2%7Z} or as a nacroscopic cross saction

defined in the logging literaturse by

3= Q__@_Q_E_ﬂ cm™ 2 : 5.5

whera ¢ 15 the mnicroscopic ¢rnss section, p 1s the density, and A is the
atomnic weight of the alenent. Hote that the unit for I is cn-l and T is

consideved to he the tatal c¢ross section in one ond of naterial. i1sp, L



can e interpreted as the probapility of absorpiion per unit path iennth
and its raciprocal as the average distance a neutron will travel nefors the
process occurs. [f n 1s the numwer of neutrons per cuvic centinatar witn
fean vailccity v, then the rate of reaction, K, per cubic centineter is:
R = nve = gf
wnere #® is the neutron flux. 3Since rocks are conposed of nany ninerals
which, in turn, are composed of many alevents, the I for rocks will
represent a sum of £'s for the rany elenents presant in the rock. Tables
of ¢ for various minerals can be found in Gearharﬁ - Dwen (1978) and
Edmnundson anc Ramier (1979),

De Sote et al. (1572) note that the total scattering cross section is
conposad of three parts, elastic, itnelastic, and all other reactions.
tlastic scattering occurs when the potential energy of the systen remains
unaltered during the collision, The scattering is fnelastic if one of the
particies is left in an excited state after the coilision. The following
Tnetastic processes are possible:

1. lne nucleus 15 axcited to a‘higher gnergy level from which it
returns to ground stats by enission of & ganna ray {e.g., Au hit
oy a iMe¥ neutron s excited to a nigner anergy level and then
enits a 260 ke¥ ganna ray).

2. The neutron is captured, and a conmnound nucleus is formed uhich

15 aither stable or radinactive. Most neutron capture events dre

acconpanied oy emnission of a charactaristic gamma ray (Fiqure

5-16a}.
3 Tne neutron is capfured, and sone atner particlie is enitted such

as @ oroton, one or wore neutrons, and an alpha aarticle (Fiqure
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5-1%a); and

The neutron causes spallatiorn, fragmentation, or ¥ission of the
> J b

.

-

target nucleus {Fjgure 5-16b).
The neutron either loses energy or is captured in any of the above
inelastic reacticns. Oniy neutron energy is lost in elastic reactions.

Veutron porosity logging: The neutron tool was developed initially to
measure porosity. In pornsity applications of neutron logging, one
supposes that most of the interactions involve elastic callisions hotween
the neutrons and hydrogen nuclei. This process i1s most likely slastic
since the neutron and hydrogen nucleus have near equal mass. Once the
neutrons have been slowed, or moderated, to thermal energies {aporoximately
0.025ev, electron volts), they are e;sf]y capturad by any number of
efements in the formation. HNeutron tﬁo]s have heen designed to measure
either the thermal neutron population or the capture gamma-rays. The
assumptions made ara that the processes are dominated by hydrogen nuclei in
the formation, that the hydrogen is entirely in water and that the water is
entirely in the pore space. However, in many rocks hydrous minerals are
quite abundant and the water of hydration can appear as porosity an a
neutron log. Examples of neutron logs in a porphyry copper deposit which
Nelson and Glenn (1975} give illustrate this problem.

In many igneous and metamorphic rocks, parosity is commonly very Tow,
and the neutron Tog responds primarily to the water in hydrous minerals.
This result can be used to identify particular Tithologies. A& second
ﬁroolem is the different moderating or capture properties of the matrix
material in the rock {Segesman and Lui, 197:). [f the neutron tool is

calibrated in a particular litholagy, and this lithology is ancountered



during 1ogqing, then the porosity neasurenent shouid be quite qood,
However, if the lithology is different and has different neutron noderating
or capture properties, the log nust be corrected to determine the true
porosity. This process is routinely used in tne oil fndustry whera logs
are calibrated in limestone, sandstone and delomite units. Again, this
property is used to identify lithology. Unfortunately, good calibration of
commercially available neutron logging tools does not exist for rocks
commonly associated with base metal ore daposits. Also, trace elenents
such as gadolinium have extrenely high thermal nesutron capture cross
sections, and their presence can seriously affect the log response. Uther
connon elenents such as chlorine have a significantly greater neutron
capture cross section than the majority of rock forning ninerals and if
present in sufficient quantity will significantly affect the log

response.

Tools have been designed to measure neutrons in the epithermal energy
range 0.4 to 1.Q0ev, just above the thermal energy, The helief is that the
gpithermal neutrons reflect the moderating influence of hydrogen in the
fornation and are less sensitive to neutron capture properties of the
formation.

The neutron log may need to be corrected further far porehole size,
dorahole fluid salinity, temperature and mud cake. In avery case, the

gnpirical relationship betwean neutron counts, ND, and porosity,?d , is
W =C+0Dlogs 5-10

wihere C and [} ara constants.

Jeutron assaying: Probaply the nost inportant aoplication of neutron



logging to minerals exploration is borehole assayving. Although recognition
of this use cf neutron logyging appeared in the literature some years ago,
it has been only recently that a nunber of conmercial systens, in each case
designed for onlty a few select =lenents, have been availadle in Horth
Anerica (Seigel and Margolwalla, 1975; Wilson and Coshy, 1980). The iUnited
States Bureau of Mines is currently fiald testing a nuitielenent borehole
assaying tool (Schneider, 1979).

Bdefore discussing the various neutron assaying tools it is necessary
Lo outline briefly the different neutron sources and detectors used.
Sources of neutrons ars of two types: (1) isotopic and {2) gqenerator.
[sotepic sources connonly used in neutraon logging are listed in Table 5-3.
The 252¢f source is used in borehole assaying while the other sources
Tisted are used in porosity ingging. Alsc, l4ite¥ neutron generators are
used in neutron tools that have been developed for direct assay of uranium
in borenoies (Wilson and Cosby, 1980}. These tools and techniques are
listed in Table 5-4, WYilson and Cosby describe 2ach tool in detail, the
neasurenent technigues used and calibration problens. The tools measuyrs
githar the prompt or delayed fission neutrons as shoun in Figure 5-18Dh.
Tne Century Geophysics 14 MeV/DFN and [RT Corp. 25Z(Cf/DHAA tools neasure
fnese neutrons once they are tnermaiized, while Sandia’s L14MeV/DFN neasures
the epithermnal neutrons. Kerr McGee Corporation has reported on successful
development of a 252(f delayed fission neutron tool (California - 252
Progress, 1972). In neariy all neutron logging toals, a <He gas-filled
proportional counter is used to detect the neutrons. A coating of Cadmium
ar Boran on the outside af these detectors effectively absorbs thermal

neutrons such that the detector Decomes an epithermal neutron detector.



Table 5-3

List of commonly used neutron scurces in well logging.
Alpha particles and, in most cases, numerous gamma-rays accompany
the emission of neutrons.

Netitrons per Heutron Energy MeV

Neutron Source Symbol Half Life Curie (per sec) (Avg) (Max)
s . 210 6

Polonium-beryllium Po-Be 138 days 2.5 x 10 4.2 10.87
Californium ZSZCf 2.65 years 4.4 x 109 2.3 6
Americium-beryl1ium Z41Am-Be 458.1 years 2.2 X 106 4.0 il
Radium-bery11ium 226R~Be 1.620 years 1.5 x lO7 3.9 13.08
Plutonium-beryllium 239 ,-Be 24,000 years 2.2 x 10° 4.5 10.74

or 238p,_pe 86.4 years 2.5 x 10° NA NA




Tabhle 5-4

Commercially availaole tools and techniques used in neutron analysis of
uranium deposits

Source

1. 14 Mev
2. 14 Hev
3. 252¢f

Detector

Cd - 3He

3He

2-3He detectors

Method

cpithermal neutron detector - prompt
fission neutrons, from 235 by time
gating {Sandia).

Delayed fission neutron (DFN
Mobil 01T Corporation licensed to
Century Geophysical Corporation}.

Source jerk method
(IRT DMAA, delayed fission neutrons).



he tool developed by Princeton fJamma Tech for the United States
Bureau of Mines is currently béing field tested in copper, iron, gold and
silver deposits, and this tonl also uses a <92(f soﬁrce. Tha detector is a
4000 channel garma-ray spectrometer. Fingure 5-17 shows some data obt?ined
using the Bureau of Mines system in an area mineralized with silver and
tocated near Creed, Colorado (Schneider, 1979). The accuracy, calibration,
sensitivity and logging techniques have yvet to be fully resolved {Wilson
and Cosby, 1980) but are heing investigated. These problens should be
resolved in the near future. The basis for the method is neutron
activation (Fiqure 5-16a} and is described in the Titerature by Senftle et
al., 1971la, b; Eisler et al., 1971a, b; Hoyer and Locke, 1972; Harnolwalla,
1573; Senftile et al., 1877 and Eisler et al., 1977.

The tool and technigues described by Margolwalla (1973) and by Seigel
and Margolwalla (1975) are dedicated to Cu and Ni assay. Cu can be
determined at 5% level £ .075%, and Hi can be determined at 1.0% lavel 2
.05%. The detector used in this tool is a Mal (T1) crystal. Hence, tnis
tool, like the Bureau of Mines tool, is desiqgned to measure the capture
gamma-rays, and as used, the prompt gamma-rays are measured. High
resoiution spectral analysis is essential for accurate assays using either
tool,

The task of neutron assaying is not easy, and some fechnigues used are
described by Caldwell et al. (1963), Jain et al. (1978}, Zikovsky and
Schweikert {1978), Kruse (1978), Heydorn {1978, Hullens and Yan Espen

¢

(1978}, Gunnick (1978), Myklebust and Fiori (1978) and Parr et al. (1978},

among others.
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Acoustic Logging

The logging of acoustic velocity in borehofes is routine in several
fields but 1s seldom applied to base minerals exploration {Glenn and
Nelson, 1977). The measurement of formation velocity is accomplished by
measurement of time differance in arrival at two or nore receivers,
separated ane to two m apart, of a signal from one or two transmitters
several m distant mounted in a single tool (Summers and 8roding, 1952;
Tixier et al., 195%8; Kokesh et al., 1865}, The recorded measurement is
interval transit time, at. Compressional wave velocity is simply the
reciprocal of at,

Wyllie et al. (1956, 1958) determined an empirical relationship

between porosity and travel time

at-atm
v = at-st 5-11

whera ¢ is porosity, At is the measured travel time, Aty is the rock matrix
travel time and atg is the fluid travel time. Pickett (1960} has
demonstrated that this expression can be generalized to At = Aty + 84, where
8 is a constant. The sonic log can be used, in conjunction with the
density log, to generate synthetic seismograms which are used to interoret
surface seismic reflection data {Durschner, 1958 Dennison, 1960; and
Lindseth, 1497%).

The sonic log correlation to RQD has been demonstrated by YMyung and
Helander (1973) and Melson and Glenn (1977), If the full wave form of the

received velocity signal is recorded {Myung and Helander, 1972), tne 109



can be used to locate fractures. The best acoustic tool for fracture
identification is the sefsviewer, or televiewer, which is described by
Zameneck et al. {1970) and Myung and Baltosser {1972). The fooT can be
used to locate fractures and to determine both strike and dip of the
fractures. An example of its use in a porphyry copper deposit has been
given by Glenn and Helson (1977) and in a variety of ignecus and

metamorphic rocks by Keys (1979}.
Giravity Loqging

Borehole gravity measurements have been suqgested and investigated for
thirty years (Smith, 1850; Hammer, 1950Q; McCulloh, 1965; Howell et al.,
1966 Rasmussen, 1975, among others}. Only in the last decade has
sufficient progress been made in the design of sensitive, small diameter
and rugged gravity meters to aliow routine, useful borehole measuyrements to
be made (Jageler, 1976). These tools have been desiqned by and for the
petroleum industry although their potential use by the minerals industry
has been suggested (Dyck et al., 1975: Telford et al., 1976). Current
instruments have sensitivities approaching 0.002 mgal and operating
specifications of 250°F (121°C) and 10,000 psi (689 bars) pressure, more
than adequate for minerals applications. The only serious timitatien for
minerals use is the tool size, 4 3/8 inches (11 ¢m) in diameter.

In petroleurnt applications, borehole measurements are commonly

expressad in terms of density, o, where
p = 3,687 - 128.56 aG/aZ 5-12

and aG 1s gravity difference in mgals and the station separation aZ is in



netars.

Snyder (1976} sugnests that an alternative aporoach is to utilize the
borehele Bouguer Gravity anomaly, Gg. The borehole Bouguer anomaly can be

computed as {Snyder, 1976):

Gg = Gog - Gp - {Zg - Z)FA + B 5-13
where Gg = Bouquer anomaly

Gop = Observed borehole gravity

Gr = Theoretical qravity at mean sea level {Heiskanen and
Mainesz, 1958)
FA = Free air gradient

Z = Depth of gravity measursment in borehole
8 = Bouguer contribution (41.90p ugal/m)
o = bulk density "
and &p = -.12856AGR/AZ 5-14

where Ap 1S the anomnalous density.

Snyder notes that in the absence of any anomnalous density difference
near the borehole, the Bouguer and Free Air corrections, previousiy
discussed in the gravity section, can exolain the change in gravity with
depth. Here we assume instrument drift, terrain and tide corrections
either are made or can de neglected. The borehole anomalies can be
interpreted by the samne nethods used in surface gravity interpretations,
Snyder has published type curves or solutiens for a sphere, 2 cylinder, 3
horizontal slab of anomalous density near the borehoie and for dipping
oeds. Successful application of the method to location of gas depoesits

nissad by the borehole have bHeen reported by Jones (1972), Bradley {1975),



Rasmussen {1975) and Jageler {1976).

The many successful applications of the borehole gravity tool were for
situations that had very smail, e.g., .1 gm/cm3, density contrasts. In
minerals applications, one would expect very good results since density

contrasts should be nuch greater.
Magnetic Loyging

Two types of borehole magnetic 1ogging are utilized by the minerals
industry: {1} the measurement of three components of the magnetic field
(Levanto, 1959 Lantto, 1973) and (2) the measurement of magnetic
susceptibility (Broding et aj., 1952; Zablocki, 1966; Anderson, 1968; Hood,
19705 Snyder, 1973; Glenn and Nelson, 1977). The various instruments and
techniques that are used have been reviewed by Hood and Dyck (1975). The
Togical and principal application of borehole magnetic methods is to
investigation of iron ore deposits {Stadukkin, 1963; Zablocki, 1966, 1974)

The three component borehole magnetic field ineasurement has great
promise as indicated by theoretical studies made by Silva and Hohmann
(1979) and by earlier work of Levanto {1959) and Lantto (1973}. However,
very little reported application of the method has appeared in the
literature. This absence of use can be attributed to the tool's greater
electronic sophistication than those usually employed by the minerals
industry, Minerals industry holes are typicaily small diameter, three
inches or less, and are difficult to keep copen. Loss of expensive tools
becomes a serious consideration. Packaging high technology in small
diameter tools is quite difficult.

A second, popular application is the measurement of magnetic



susceptibility for lithologic identification {Glenn and MNelson, 1977).
Gtenn and Helson document the use of borehole nagnetic suscepfibi]fty
neasurenents for the differentiation of acidic and basic igneous rock units
in a porphyry copper depnsit. The 1ithologic identification, often in
rotary drilled holes, aided structural interpretations. Hafen et al.
(1976} describe the application of wagnetic susceptibility measurements to
the identification of uranium ore zones in the Grant's district of New
Mexico. Magnetite conversion to hematite in ores zones resulted in reduced
nagnétic susceptibility in the ore zones,

Borehole mnagnetic data interpretation is accomplished using the same
technigues of surface surveys which have been discussed earlier,

Therefore, there is no need to repeat them here,

Cross Plots

The successful application and interpretation of well logs by the
petroleun industry has resulted from a judicious use of a combination of
Togs. As indicated in previous sections, many fogging tools respond to
nore than one formation property. Since each tool may respond to a
different set of propertiss or the same set but in a different manner, a
plot of one type of data versus another type can often reveal which
propertias are dominant and the various properties mnay be determnined
(Savre, 1963; Burke ot al., 1969; Poupon et al., 1970; and Pickett, 1973).
{ross plots of well log data from igneocus and metamorphic rock environments
can be found in Snyder {1973}, Ritch (1975}, Glenn and Hulen (1979}, Keys
{1979), Sanval et al. (1979), and Keller ot al. {1979). Ritch {1875} and

5lenn and Hulen (1979) demonstrate the use of cross olots to separate



matrix and porosity effects in either igneous or wmetamorphic rocks.
The Qutlook for Borehole Assaying

In previous sections, where each logging method was discussed, the
application of each method to borehole assaying was outlined, Since
application of 1o0gging to borehole assaying is important to exploration by
the minerals industry, & summary of the various methods is presented here
in Table 5-5. Figure 5-18 {Schneider, 1979) lists the various elements in
the Perijodic Table Format and the various radicactivity logging nethods and
their sensitivity for assaying of the variocus elements are also indicated
in the figure. As noted in earlier sections, only a few of the techniques
have been developed to a stage where commercial tools are available.
However, research in these areas is substantial, and further progress can
be expected.

Application of magnetic, gravity and resistivity methods in the
borehole for quantitative or qualitative estimate of mineralization has
been demonstrated and should experience greater use in the future.

Borehole assaying has many advantages. Drilling rocks could ba
substantially lowered since core drilling would not be required. Logging
tools sample a greater volume of rock and would nininize assay errors in
ore bodies having highly variable nineralization. The data would be
available quite soon after drilling is completed, often with the driil
rig still over the hole. Repeat runs are easily made to improve
neasurement statistics. Assays on core are commonly done on two to three 7
composite samples, whereas borehoie assayé would be a continuous

neasurenant linited only by source receiver separations, typically less



Table 5-5: Techniques for borshols assaying.

A, HNuclear
I. Active

*]. Neutron Activation Analysis HAAA
2 Gamma Activation Analysis AR
*3 Samma-gamma Selective -selactive
4 Photoneutran i

5. Mossbauer Effect Spectrascopy ME

6. X-ray Flourescence XRF

7 X=ray Diffraction XRD

8 Photoluminescence PL

9. Raman Scattering RAMAN
19, Infrared Spectroscopy [R
11. Nucltear Magnetic Resonance MHR
12, Nuclear Quadrapole Resonance HOR
13, tlectron Spin Resonance ESR

*14. Gamma-gamma Density D

Principal materials of interest today: Metallic minerals - Uranium,
Cdopper, Nickel, Gold, Iron, Aluminum, Tungsten, Chronium, Hon-metallic
minerals - sulfur, potash, flourspar, fuels - coal, oil shale, oil and gas.

[r. Passive

1. famma NG
3. Llectrical
I. Active
1. Induced Polarization I°
II. Fassive
None
C. Gravity
I. Density, excess mass, ore tonnage
D. Magnetics

I. ‘Magnetita/magnetic susceptibility.
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than one meter, Borehole assaying can be done in holes where core recovery
is bad and in holes in old prospects where core has been Tost or is
unavailable, HMow that the technolagy for borehole assaying and the
apﬁlication of other logging tools are routinely availtable and highiy
useful, the mineral industry should begin to use borehole legging more
effectively. As the use of logging increases, the methods of interpreting

Tog data in minerals exploration will be inproved.
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Figure Captions

Examples of catiper and tenperature laqs that illustrate both
the nature of the logs and their correlation to geplogic
features, lithology and fractures.

Tenperature injection profiles in nineralized igneous racks.
Schematic illustration of an SP cell and an SP log.

Schematic of various popular single hale, hole-to-hols and
hole-to-surface electrode configurations used in resistivty/IP
logging, As noted, several names may be given to a particular
alectrode confiquration. The electrode array in e is an example
of a focused system.

Examples of [P resistivity and phase measured in two holes in a
porphyry copper deposit in the scuthwestern United States. The
neasurenents were made with 1 mneter normal array (Fiqgure db) and

cat a frequency of 14 Hz {after Glenn and Nelson, 1977).

IP measurements in a Roll-Front uranium deposit in southeast
Texas. Measuremnents were nade with a tine domain systen {(after

Scott et al., 1975).

Hole-to-hole [P and resistivity measuremnents across a known roll-
front uranfum deposit in south Texas. The source electrodes were
located at the surface and downhole at 45 @ depth. The receiver
dipole was 15.24 m in length. The configuration is outlined in
Figure 4f (after Scott et s3l., 1975).

iise-a-la-masse measurenents abouft the Telkkala nickel gre body
in Finland: ({a) neasurements on the surface, (b} neasurenents
nade in several boreholes with nise-a-ia-mnasse, and (¢}
neasurenents nade in several boreholes with resistivity (after
Ketola, 1972).

Computed phase of the electric field as a percent of the
intrinsic resoonse of the anonalous Dody for two different
alectrode positions (Figure &4f), and for the cases of the current
electrode over the body and off the end of the body. 0rill holes
are along a line perpendicular to the strixe of the anomnalous

body.

A comparison of the effect of conductivity contrast for three
electrode confiqurations and several drill hole offsets from the

anomalous body.
Hole-to-surface and single hole electronagnetic logning systemns.

Exanole {a) of a hole-to-surface freguency domain survey in a



nassive sulfide deposit, Arctic, Alaska and {(b) of a comparison
to a theoretical response of a thin conductor in a uniforn field
{after Hohmann et al., 1978).

txample of a nulti-frequency drill hole survey, Scintrex Limited
SE 77 /DHEM-5.

kExanple of a time domnain hole-to-surface mneasurenent in the
Flying Doctor Prospect, MNorth Broken Hill Area, Australia,
(Crone Case Study 20, Crone Geophysics, Ltd., 1978).

ITTustration of graphical uranium ore grade determnination from
a total count natural gamma log {after Scott et al., 1961;.

[1lustrations of several neutron interactions with mnatter:

(a) neutron capture and ewission of a pronpt and a delayed
characteristic gamma-ray and {b) neutron capture and subsequent
fission of uranium and thoriun.

Nata obtained with United States Bureau of Mines borehole
neutron activation tool in a silver mineralized area near Creed,

Colorade (Schneider, 1879}.

Periodic Tabie of the elanents and an indication of the various
nethods that could possibly he used in horehole assay methods and
the sensitivity of the method (Schneider, 1979).
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5-5

List of Tablesg

Logging tools, property measursd and application in wining.

Radioactivity logging methods in hase metal minerals
exploration,

List of commonily used neutron sources in well loqging. Alpha
particles and, in most cases, numercus ganma rays accompany the

enission of neutrons,

Comnercially available tools and techniques used in neutron
analysis of uranium deposits.

Techniques for borehole assaying.
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SECTION SIX - SEISMIC METHODS

Introduction

Seismic methods are just now finding routine application to metallic
minerals exploration although they have been well developed for petroleum
exploration and for determining details of the earth's interior. The two main
reasons for the relative lack of use in mineral exploration seem to be the
high relative cost of most seismic surveys and the difficulty, using present
equipment and techniques, of getting good results in the structurally complex
areas in which many mineral deposits are found. Nevertheless, there is
agreement that seismic methods could contribute a great deal if some problems
could be solved. This section will briefly review the principles of the

method, data collection and reduction, problems in applying the method to

mining, and applications. A good general reference is Dobrin (1976),

Principles
Seismic methods are concerned with the propagation of elaétic waves in

the earth. There are two types of body waves: compreésiona? waves and shear
waves. These two wave types are often called longitudinal and transve?ge or
"P-waves” and "S-waves", respectively. Compressional waves are ordinary sound
waves in rock with particle motion back and forth along the direction of wave
propagation; shear waves consist of particle motion perpendicular to the
direction of wave propagation. Because fluids do not support shear stresses,

shear waves are propagated only in solids. Compressional waves propagate in

both solids and fluids.



Seismic waves travel through rock at speeds that depend upon the elastic

properties of the rock. This dependence is given in the following eguations:

v ooyt 2 (6-1)
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L fon _
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0 P-wave velocity, VS = S-wave velocity,
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A = a Lame coefficient = T 55 (127 °

u = modulus of rigidity = E ,
2{1 + o

p = density,

£ = Young's modulus, and

s = Poisson's ratio.

Typical values for these elastic parameters for well-indurated or crystalline
rocks are [£=1012 dyneXcmz, s =0.25, and 5 =2.67 gm/cm3, so we can determine

that » =4x10il dyne/eml, u=4x1011 dyne/cml, and typical seismic velocities in

rock are ¥y =6.7 x km/sec (22,000 ft/sec) and Vg 7 3.87 x km/sec (12,700

ft/sec}. Because ¢ can never exceed 1/2,* is always positive., Thus, Vp is

always greater than Vg - Table 6-1 lists general ranges for seismic

velocities as a function of rock type.



TABLE 6-1

SEISMIC VELOCITIES OF ROCKS

MATERIAL SEISMIC VELOCITY, KM/SEC
P S
Air 0.33 -—-
Water 1.46 -—
Alluvium, Clay, Moraine 0.75-2.5 0.45-1.5
Sandstone and Shale 1.2 -3.7 0.75-2.0
L.imestone and Dolomite 3.5 -6.5 1.5 -4.0
Metamorphic Rocks 3.5 -7.0 2.0 -4.0
Granite and other crystalline rocks 5.0 -7.0 2.5 -4.0
Basalt : 3.5 -6.5 1.8 -3.9

In gdadition to P- and S-body waves, there are waves that propagate ailong
the earth's surface. Raleigh waves and Love waves are two such surface waves.
They travel at speeds slightly lower than S-waves. These surface waves are
not used in prospecting, and indeed they cause ground roll that can obscure

signals from depth.

Seismic waves in rocks are reflected and refracted, in the same way as
1ight waves, when they intersect a boundary of physical property contrast,
Figure 6-1 shows a seismic ray approaching a boundary between rocks of
different acoustic impedance, Q}VI’ at an angle of incidence, 1. Part of the
ray 1s reflected at the boundary and part is refracted, and the proportion of
reflected to refracted energy depends on the acoustic impedances on each side

of the boundary and the angle of incidence, 1In addition, a portion of the
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incident P-wave energy is converted to reflected and refracted S-wave energy,
and incident S-wave energy is partly converted to refiected and refracted
P-wave energy. The reflected portion travels upward at an angle of
reflection, ¢ , that equals the angle of incidence, and the reflected wave
can be detected when it reaches the surface, thereby forming the basis for

detection of the interface by the seismic reflection method.

The refracted portion travels onward in the lower medium in accordance
with Snell's Taw which states that the sines of the angles of refraction, g,

and incidence, 1, are related to the velocity contrast as shown in Figure 6-1.

Notice that 8 >, if Vpd¥y-

For each velocity contrast where V,5y, there is one angle of incidence at

which the refracted wave travels along the boundary between Vi and Vp» i.€.,
v

9 =90° if i, = sin~l &
'2

velocity Vp» and the boundary becomes a continuous source of energy, some of

. In this case, the seismic wave travels at

which propagates back upward at angle 1. (Fig 6-1b), This refracted wave can
return and be detected at the surface, again forming the basis for detecting
the interface by the seismic refraction method. If i>1. for VodVy, there is
total reflection, and no energy enters the lower medium, Both P- and S-waves
are reflected and refracted, but P-waves are used in prospecting because they
arrive back at surface detectors first due to their higher velocity. Arriving

P-waves cause the seismic trace to move, and this often obscures S-wave

arrivals,

Another wave often detected at the surface is a result of diffraction.

Figure 6-2 shows an edge that has become 2 source of seismic radiation as a
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result of seismic energy incident upon it. The diffracted arrivais at the
surface often have characteristic hyperbolic patterns on the seismic record

that allow them to be recognized and used to Tocate the edge.

For mineral exploration purposes seismic waves are generally man-made.
Dynamite or primers exploded in blast holes 1 to 30 m deep are often employed.
One-tenth to five pounds of 40 to 75 percent nitrogiycerin are common shot
sizes. DOynamite produces a signal consisting of a spectrum of freguencies.
Small charges often are richer in high frguencies than one large charge. An
alternative is to employ the Vibroseis! technique where ocne or more heavy,
tractor- or truck-mounted vibrators are used to introduce a sefsmic signal
into the ground. Vibroseis sources produce a signal that is swept through the
freguency range of interest cver a typical interval of 2 seconds and thus give
more control on frequency. Another alternative is the type of energy source
used with the Mini-Soise system.2 Mini-Soise uses an ordinary earth tamper to
introduce a long duration pseudorandom wave train into the ground. The
signals detected by geophones are crosscorrelated with a reference signal
nroduced by a sensor attached to the tamper. Signal stacking allows good,

high resolution records to be produced even with the relatively weak tamper

source.

1A trademark of Continental Qi1 Company.

2p trademark of Societe Nationale Elf-Aquitaine (Production}.



When the signal arrives at the surface, it is detected by a series of
seismometers or geophones that are positioned along a line. They are placed
firmly in the soil so that vertical vibrations of the earth having
displacements as small as 10-% cm can be detected as a varying voltage created
in a'suspended coil system. The geophones send the alectrical signals by
multiconductor cable to a recording truck located along the line. Typical
installations have 24 to 48 channels of information and record seismic signals

along with precise shot time and other information on digital or FM magnetic

tape.

The Seismic Reflection Method

Figure 6-3{a) shows a typical seismic reflection survey in an area where
acoustic impedance contrasts are subhorizontal. The figure illustrates a few
of the many reflected seismic ray paths. The reflection from interface 1 will
be the first refiection detected. At ltater times, on each geophone, reflec-
tions from interfaces 2 and 3 will be detected. The reflection from interface
1 will arrive on a moving trace because the direct wave from shot to detector
or a refracted wave, will usually constitute the first arrival at a geophone
site. At some time late in the record, about 0.5-2 seconds, slow-traveling
surface waves will be recorded at each geophone site. The total effect is
that reflections early in the record, from reflectors shallower than about 500
to 1,000 feet (153 to 305m}, will be difficult to detect because of geophone
motion due to the first arrivals, and deep reflections late in the record FTI}
Iikewise be obscured as surface waves cause motion of the geophones. Between
cessation of first arrival moticon and onset of the surface wave motion there

is & window in time that is optimum for recording reflections. Jne of the
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challenges s to widen this time window through correct geophone deployment,
filtering signals, using an array of sources, and/or controlling the
frequencies so that both shallow and deep reflections can be more easily seen.
Reliable detection of shallow refiectors is especially important in mining

applications.

Once the seismic reflection data are recorded in the field, computer
processing is required before interpretation of the seismic record sections
can begin. A typical sequence of data processing might be (Shuey, et al.,
1977): 1) demultiplex the field-recorded magnetic tapes, 2) edit sections of
extraneous noise, 3} design stacking procedures and gather the data by common
depth point, 4) initial static correction, 5) velocity analysis, 6) secondary
static correction, 7) final velocity analysis, 8) normal movement correction
and stacking, 9} deconvolution, and 10} band bass filtering and display. A

brief description of some of this processing follows.

Common-depth-point {CDP} stacking refers to a method of increasing the
ratio signal to noise {Figure 6-3(b)). Information from the interface at
point P can be cbtained by shocting at A and receiving with a geophone at B or
by shooting at C and receiving at D. It is cbvious that there are many other
shot/gecphone pairs that record energy reflected from P on the interface, In
common survey practice, shot points and geophone stations are moved aleng the
Tine in such a way that there is enough redundancy of data to obtain a number
of reflecttions from specific parts of the interface. I[n the processing, each
shot/geophone pair that has recorded information from a specific point on the

interface 1s identified and the results are composited or stacked to increase



total signal. This survey and processing procedure is called multifold
surveying, and geophysicists speak of a 6-fold CDP survey or a l2-fold CDP

survey for example.

Static corrections refer to corrections that account %or varying surface
topography and for the effects of the low velocity weathering layer that
always exists near the surface. The weathering layer consists of the
weathered or unconsclidated near-surface material. It is usually variable in
thickness and velocity. Determination of the thickness and velocity of the
weathering layer along the survey line is important for reiiable static
corrections. Normal-moveout (NMO) corrections are made to account for the
increasing slant path length for reflections from geophones at increasing
distance from the shot. Obviously to make the static and normal movement
corrections, the velocity section must be known, Velocities can be aetermined
from the records themselves through sophisticated processing techniques or by
observations in available drill holes. D0Orill hole cbservations can consist of
acoustic velocity logging (see logging section) or by lowering a geophone
progressively down a hole and measuring propagation time from & small shot on
the surface near the hole. If driil holes are available, they should
generally be used for velocity determination because this furnishes a source

of data independent of the survey itseif.

Complex and sophisticated computer programs have been devised by the
petroleum exploration industry to apply the above corrections to seismic data.

Proper application of these corrections is a skill and an art.



Once the corrections are applied and the seismic section is displayed,
other processing techniques generally follow. In areas of complex geology
where-the dips of reflectors are not gentle, data migration must be done.
Migration s the technique of locating the lateral positions of the reflecting
points at depth. If dips are steeper than about 20°, migration may be
required earlfer in the processing., Consideration must also be given to
whether or not a true depth section can be constructed from the record section
which uses time for a vertical axis. If enough velocity information is at
hand from deep drill holes, or if it can be derived from the survey data then
the velocity section can be used to convert the time section to a depth
section., Depths are important for certain applications, while velocity

sections, which usually illustrate the structure well enough, are often

sufficient.

The Seismic Refraction Method

In this method, use is made of the wave refracted along the boundary
between media of different velocities. This wave travels at the speed of the
Tower medium. For geophones near the shot the first arrivals of seismic
energy will be the direct wave from the shot as shown on Figure 6-4.  But for
geaphones at a distance, the wave that travels down to the interface at
velocity ¥y, along the interface at velocity Vi, and then back to the surface
at velocity Vg will arrive first. By plotting the times after shot detonation
of the first arrivals versus distance, a break in slope of the curve will be

seen. The near segment will have a slope of I/VO’ whereas beyond a crossover



Second
Arrival - //«/gope =V_:_
Time |
T First
Arrival
) 4 Time
Ti lopa ® iy
Xer
A
!
be %
i
¥




distance (X .) the slope will be 1/V1. The depth, Z, to the interface can be

found from
. : V. ¥
7 = 14 2l Q - _ (6-3)
2 V.5 -y
1 0
or
X v, -V
Z= _Lr _1_9.. {6-4)
2 1" Y%

where t. 45 the intercept time and 6-4) Xqp is the crossover distance (Figure

6-4).

The above explanation of the method can be extended to multilayer cases,
to cases of dipping interfaces, and to mapping of faults. Dobrin's (1976)

discussion of the method is recommended for more detail.

Problems in Mineral Application
In its present stage of development, most applications of the seismic
method in the miﬁing industry could be classed as shallow and relatively
unsophisticated compared’to uses of the method of the petroleum industry. The
seismic method has a number of problems in its application to minerals

exploration or mining. We will discuss some of these before giving twe

examples of appiication,

The wavelength of a seismic wave {(x), its freguency (f), and its velocity
(V) are reiated as follows: V = fx, From this relation we see that, for a
particular velocity, longer wavelength waves have lower freguencies, and
shorter wavelength waves have higher frequencies. MNow whether a structure of

the type shown in Figure 6-5 will produce g reflection or not is dependent
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upon the thickness, t, of the siructure relative to the wavelength of the
seismic wave and upon the acoustic impedance contrast. [f the thickness is
Tess than about one-tenth of a wavelength, the seismic wave will be so 1ittle
affected by Vs that no detectable reflection will be produced, I[f £>x/&, it
may be possible to resolve the upper and lower boundaries. For g typical,
well-indurated sedimentary rock or a crystalline rock of velocity 6.0 km/sec,
we see that 10 Hz seismic waves have a wavelength of 500 m whereas 100 Hz
seismic waves have a wavelength of 60 m. We conclude that planar features
such as faults or discrete beds are not 1ikely to be detected or resolved by
seismic waves of frequency less than 100 Hz unless they are greater than about
6 m thick. In addition to detection, precise location of these features
requires seismic waves that have short wavelength or high frequency. Thus,
although most petroleum exploration is effectively accomplished using
frequencies in the 10 Hz to 50 Hz range, the higher resolution necessary for
most mining problems requires frequencies in the 50 Hz to 500 Hz range.
Instrumentation for such high-resolution surveys 1s not universally available

from seismic contractors.

The need for high frequencies creates other problems not generally
encountered in petroleum work. The rate of attenuation of seifsmic signals as

they travel through rock is a function of freguency as foliows:
I e

O -
I= - (6-5)

in which [ = amplitude at distance r from source

b

B

initial ampiitude, and

absorption coefficient.



The 1/r dependence is caused by the spreading of a given initial amount of
energy over larger and larger spherical surfaces as the wave moves outward
from the source. The exponential decrease in signal amplitude with distance
results from frictional dissipation in the medium. The absorption
coefficient, 3 , depends upon the material, the signal frequency and the
seismic velocity, such that g is larger for higher frequencies and for
material of lower seismic velocity. Therefore, at the higher freguencies
needed for high resclution, seismic signal strength attenuates faster than it
would at lower frequencies. This attenuation is most severe in the weathered
Tayer near the surface, where high frequency energy is very rapidly attenuated
both in the downgoing wave and in the emerging wave. Figure 6-6 illustrates
the way attenuation affects length of useable record as a function of
frequency for one velocity and abscrption coefficient. HNote that at the
frequencies needed for high resolution, the useable record time rapidly
shortens as frequency increases. In some areas, a high-resalution survey may
require placing either or both shot and geophones in holes that penetrate the

weathering layer. This requirement will, of course, increase costs.

The high resolution commonly needed for mining problems has implications
other than simply higher frequency. For one thing the spatial sampling rate,
i.e., the geophone spacing, must be decreased so that horizontal resolution is
nominally the same as vertical resolution. Whereas typical petroleum surveys
use geophone spacings of 57 or 100 m high resolution surveys require spacings
of 5.0 to 33.5 m., High resolution also requires closer timing of events and
higher sampling rate for digital recording and processing., Many petroleum

surveys are conducted with events timed to the nearest millisecond and a
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sampling rate of 2 miliiseconds. For recording of high frequency signals,
timing to 0.1 milliseconds and a sampling rate of 0.25 to 0.5 milliseconds is
needed. Figure 6-7 shows the difference in level of detail obtained by using

cioser geophone spacing and shorter sampling time.

Figure 6-8 illustrates another of the problems in attempting to apply the
reflection seismic method in areas of complex geology. Because of the steep
dip of the interface only a relatively small portion ¢f the interface is
mapped with one shot., Reflections from deep on the interface do not return teo
the surface at a sufficiently close distance for a practical deployment of
gecphones to detect them. This problem is compounded somewhat by the fact
that mining applications usually use close geophone spacings to increase

resolution sc that the entire array does not coveyr much distance.

One technique employed to diminish ground roll neise caused by surface
waves in conventional surveying is to deploy a series of geophones in, say, a
circuiar pattern at each receiving site. The radius of the-circ1e is such
that some geophones are moving upward while others are moving downward as the
horizontally traveling surface waves pass. This produces cancellation of
surface wave signal by the geophone array. But such an array discriminates
against any horizontally travelling waves, including those from steep
reflectors {Figure 6-8). Thus a compromise must be reached in geophone
deployment; fn certain cases it may be necessary to place the geophones in

holes below the influence of surface waves.

Steeply dipping reflectors also can cause problems with the automatic

data processing routines used in conventional seismic work. Migration may be
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needed prior to stacking. Great care must be taken in data processing.

The main reason for dwelling on the problems of applying seismic surveys
in mining is not to discourage use of the technique but simply to state the
fact that good seismic equipment and techniques, applicable to mining
problems, are just now being developed. Equipment and techniques developed
for petroleum work are a good starting point, but great care must be taken in
applying them directly to mining problems. Many geophysicists believe that
mining industry-supported research and technigue development for the sefsmic
method would repay its cost multifold, but at the present time an insufficient

amount of time and mcney are being spent to develop the technigue in a

reasgnable time frame.

Applications
The seismic methods, particularly the raflection method, are effective at
target depths beyond those appropriate for the electrical methods now dominant
in much of the industry. In addition, smaller targets can often be detected,
Consequently the potential cost-effectiveness of sefsmic techniques retative
to other geophysical methods will increase as targets become smaller and
deeper. The most cost-effective use of the technique at present may be in

deposit delineation or mining exploitation, rather than in exploration.

Refraction seismic techniques have been used in the mining industry for

several decades. The main applications have been: 1) determination of depth

to bedrock in placer mining and for other engineering reasons; 2) deter-
mination of thickness of the weathered zone or of overburden thickness for the

ourpese of correcting gravity data, 3) determination of rock quality in mining



and engineering problems where rock quality can be related to seismic
velocity; and 4} study of sedimentary rocks in the search for mineralization

or to determine structure where the section is subhorizontal and reasonably

simple.

Figure 6-9 gives a good example of the use of the refraction method to
study the Butte Valley, Nevada porphyry copper deposit. This deposit lies
about b0 miles north of the Robinson District {near £ly) on the west side of
the Cherry Creek range. It has been explored by several companies, including
Cyprus Mines, Bear Creek Mining Company and, most recently, by Exxon Minerals.
Guif Science and Technology in cooperation with Bear Creek used the area as a
test to determine the applicability of refraction and reflection to study of a
deen, blind disseminated sulfide system, Some results of Gulf's work were

reported by Fix in Shuey, et al. (1977).

At Butte Valley the prospect area is covered by 30 to 300 m of basin fill
that overlays an unaltered, unmineralized Paleozoic sedimentary section. The
Paleozoic rocks have apparently moved as a unit under the influence of gravity
to cover an old, thin fanglomerate which gverlies the sulfide system.

Orilling therefore goes through the alluvium into fresh Paleozoic sedimentary
rocks, through a fault zone into the fanglomerate, and then into mineralized
rocks at a depth of about 610 m. Figure 6-9 shows several refracting horizons
as detected by the Gulf survey and how the seismic interpretation fits the
geology determined by logging several deep drill holes. Data interpretation
in this case was from the refraction seismic inversion program developed by

the Y. S. Bureau of Mines (Scott, et al., 1970).
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Several lines of ref]ectjon data were obtained at Butte Valley also. The
survey was performed with standard petroleum instrumentation but with geophone
spacings of 112.5 feet and six-fold coverage. Frequency content was between
16 Hz and about 75 Hz for most of the survey. Figure 6-10 shows the data for
an east-west line over the prospect along with an interpretation. The seismic
data reveal great structural complexity over the deposit, in the center
section of the line. Numerous faults can be interpreted by noting restricted
lateral extent of reflecting horizons. To the west, good reflections from the
undisturbed, unaltered sedimentary section can be seen. It is evident that

these seismic data are rich in detail that would be usefui both in expleration

and mining planning.
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SEISMIC METHODS - FIGURE CAPTICNS
Reflection and refraction of seismic rays.
Refraction along an interface.
Diffraction of seismic waves from an edge.
[1Tustration of typical seismic reflection survey.
Common depth goint shooting.

Time-distance plot and ray path in a seismic refraction
survey {after Dobrin, 1976).

Detection of a thin structure., Seismic waves of wavelength, s
shorter than about 10t are needed fur detection of a thin bed or

fault,
Attentuation of sefsmic energy {after Shuey, et al., 1977).

[1lustration of increase in detail obtained when data sampling time
and geophone spacing are halved (after Shuey, et al., 1977).

Reflections from a steeply dipping interface,

Results of seismic refraction survey, Butte Valley, Nevada compared
to drill hole 1ithology {after Shuey, et al., 1977).

Results of seismic reflection survey at Butte Valley, Nevada {after
Shuey, et al., 1977).
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